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ABSTRACT:   

This study presents a theoretical model for predictions of nearshore hydrodynamic characteristics and 
the local sediment transport rate along long, straight beaches. The wave may be periodic or random, the 
beach may be plane or barred, and the bed may be concrete or covered with movable natural sand grains. 
The present model must be efficient and flexible so that it can accommodate iterative computations for 
time-varying and, hence, arbitrary beach profiles. 

The nearshore hydrodynamics model consists of wave, surface roller, and nearshore current models. 
Both wave and surface roller models are based on simple energy balance equations and, based on these 
models, the nearshore current is determined from two-layer 2DH momentum equations. Coupled with a 
simple turbulent eddy viscosity model, vertical profiles of mean shear current are analytically obtained. 
The model accounts for advective interactions between waves, surface rollers, and currents and, coupled 
with the surface roller model, explain the shoreward shift of the peak longshore current velocity. The 
model applies a modified version of Madsen’s (1994) wave-current bottom boundary layer model to spec-
ify the bottom boundary condition from knowledge of equivalent bottom roughness scaled by a sediment 
diameter. 

Introducing the predicted nearshore hydrodynamic characteristics, we extend the conceptual bedload 
and associated suspended load sediment transport models (Madsen 2001) to the surf zone. The extended 
sediment transport model accounts for breaking wave effects such as an increase of turbulence due to 
broken waves and change of the momentum force balances due to breaking waves and surface rollers. 
The model predicted the peaks of longshore sediment transport observed near the shoreline and the wave 
breaking point for plunging breakers. 
 
 

DISCLAIMER: The contents of this report are not to be used for advertising, publication, or promotional purposes. 
Citation of trade names does not constitute an official endorsement or approval of the use of such commercial products. 
All product names and trademarks cited are the property of their respective owners. The findings of this report are not 
to be construed as an official Department of the Army position unless so designated by other authorized documents. 
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Abstract 

This study presents a theoretical model for predictions of nearshore hydrodynamic 
characteristics and the local sediment transport rate along long, straight beaches. The 
wave may be periodic or random, the beach may be plane or barred, and the bed may be 
concrete or covered with movable natural sand grains. The present model must be 
efficient and flexible so that it can accommodate iterative computations for time-varying 
and, hence, arbitrary beach profiles. 

The nearshore hydrodynamics model consists of wave, surface roller, and nearshore 
current models. Both wave and surface roller models are based on simple energy 
balance equations and, based on these models, the nearshore current is determined 
from two-layer 2DH momentum equations. Coupled with a simple turbulent eddy 
viscosity model, vertical profiles of mean shear current are analytically obtained. The 
model accounts for advective interactions between waves, surface rollers, and currents 
and, coupled with the surface roller model, explain the shoreward shift of the peak 
longshore current velocity. The model applies a modified version of Madsen’s (1994) 
wave-current bottom boundary layer model to specify the bottom boundary condition 
from knowledge of equivalent bottom roughness scaled by a sediment diameter. 

Introducing the predicted nearshore hydrodynamic characteristics, we extend the 
conceptual bedload and associated suspended load sediment transport models (Madsen 
2001) to the surf zone. The extended sediment transport model accounts for breaking 
wave effects such as an increase of turbulence due to broken waves and change of the 
momentum force balances due to breaking waves and surface rollers. The model 
predicted the peaks of longshore sediment transport observed near the shore line and 
the wave breaking point for plunging breakers. 
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Chapter 1

Introduction1.1 General RemarksThe estimation of beach erosion, which is caused by local imbalance of the sedimenttransport, is one of the most significant concerns to coastal engineers. Sedimenttransport is generally expressed as a vector of two horizontal components in thecross-shore and longshore directions. Since the large magnitude of either componentof sediment transport is caused around the surf zone, it is essential to develop apredictive model for sediment transport inside the surf zone.Longshore sediment transport (LSST) is mainly caused by the longshore current,which is induced by the longshore forcing due to breaking waves. Since LSST hasa significant influence on beach erosion for a longer time-scale and wider area, in-tensive efforts have been made to obtain reasonably accurate predictions. In theUnited States, the “CERC formula” is generally used to predict the total LSST(Shore Protection Manual, 1977, 1984). The CERC formula, which is based on Sav-age (1962), empirically determines the total LSST as a function of the breaking wavecharacteristics. Although the formula is simple and easy to use, it has consider-able uncertainty regarding applications to various conditions such as sediment grainsize, different bottom slopes as well as bar-type topography, and breaker types, i.e.,plunging or spilling. For instance, Madsen et al. (2003) pointed out, from their order-of-magnitude analysis, that the CERC-type formula does not appropriately account31



for the contribution of suspended sediment transport and therefore applicability of theformula is questionable when the suspended sediment transport dominates the totalsediment transports, such as during severe storm. Although the cross-shore distribu-tions of LSST have been proposed (e.g., Bodge and Dean, 1987), their predictions donot agree well with field measurements especially for the location of the peak LSST(Coastal Engineering Manual, 2001). Based on these total LSST models, numerouscoastline evolution models, such as GENESIS (Hanson and Kraus, 1989 and Gravenset al., 1991), N-line models (Perlin and Dean, 1983; Scheffner and Rosati, 1987; andKobayashi and Han, 1988), have been proposed. Since the concept of these models isbased on empirically determined LSST model such as the CERC formula, they havethe same problems of uncertainty when applied for various conditions.Cross-shore sediment transport (CSST) is mainly caused by wave orbital velocityand undertow. CSST can be either shoreward or seaward depending on the waveand undertow intensity. For example, storm waves tend to yield seaward sedimenttransport while milder waves cause shoreward sediment transport. Because of thisfeature, CSST generally causes relatively rapid topographical changes compared toLSST and, in the long run, the cross-shore ward sediment transport is consideredto be balanced. This is one reasons why only LSST is considered in most modelsfor predictions of long term beach evolutions, with less effort and attention beingdevoted to the evaluation of CSST (e.g., GENESIS and N-line models). When wavecharacteristics are uniform along the shoreline, however, CSST becomes more impor-tant. Moreover, in order to determine LSST for a barred beach, CSST is essential toestimate the proper cross-shore beach profile.For the estimation of local sediment transport, the energetics-based approach hasoften been applied. As an example of this approach, the Bailard (1981) model, whichis an improved version of Bagnold (1963) model, is well known. Assuming that aportion of fluid energy is expended in maintaining a sediment transport, the modeldetermines sediment transport as a function of local wave, bottom and sediment char-acteristics. The model accounts for both bedload and suspended sediment transportand the percent of the contributions of each sediment transport mode is determined32



empirically. Although the model is relatively simple and easy to use, the model hasthe following weaknesses: (i) since the model was originally established for uniformsteady flow, there is no justification for its direct application to oscillatory flow condi-tions; (ii) empirical coefficients are hard to quantify and have been shown to fluctuatewith varying hydrodynamic conditions (Nairn and Southgate, 1993); (iii) the modelhas no threshold for sediment motion, i.e., the model can be used only for large waveconditions. In addition to these weaknesses, Gallagher et al. (1998) pointed out thatthe energetics model cannot predict the slow shoreward migration observed duringmilder waves when observed local current conditions are utilized to evaluate localCSST.The eventual goal of this research is therefore to develop a predictive model forthe local sediment transport rate on a long, straight beach. In order to refine themodel applicability, a process-based approach should be taken. We thus apply theconceptual bedload sediment transport model and associated suspended sedimenttransport model (Madsen, 2001), both of which were originally developed for non-breaking wave conditions. Since these models are based on considerations of physicalprocesses, it is expected that these models can be extended to application inside thesurf zone once the appropriate hydrodynamics are obtained.In this sense, an ability to accurately predict the surf zone hydrodynamics is vi-tal to develop a process-based sediment transport model. For example, time-varyingnear-bottom velocity determines the bottom shear stress, which induces bedload sedi-ment transport. Skewness and asymmetry of the near-bottom non-linear wave orbitalvelocity, which are dominant features for near-breaking and broken waves, may playsignificant roles in yielding net bedload sediment transport in the shoreward direction.The bottom shear stress also acts to entrain bottom sediments into the water columnwhere the turbulence due to wave breaking keeps a potentially large amount of sed-iments suspended and available for transport by the near-shore mean current in theseaward and longshore directions by the undertow and longshore current, respectively.In this research, we first develop a model for predictions of the surf zone hy-drodynamics. The model consists of predictions of breaking wave characteristics,33



Table 1.1: Experimental cases in LSTF applied to test the present model (Hamiltonand Ebersole, 2001; Wang et al., 2002).Case Test 6A-N Test 8A-E Test 1 Test 3Wave periodic randomBed concrete plane movable sandT (s) 2.5 2.5 1.5 3.0H0/L0 0.019 0.017 0.054 0.012near-bottom wave orbital velocities, and wave-induced currents, i.e., undertow andlongshore current. In order to explain the excess volume flux and the momentumforcings observed in the surf zone, a surface roller evolution model is also developed.Finally, the predicted near-shore hydrodynamics are applied to the conceptual sed-iment transport model (Madsen, 2001) to evaluate the characteristics of the localsediment transports.The predictive skills of the present model is examined through comparison withunique experimental data sets obtained by the U.S. Army Corps of Engineers in theirlarge-scale Longshore Sediment Transport Facility (LSTF) (Hamilton and Ebersole,2001, Wang et al., 2002). In the LSTF, uniform longshore currents on a long, straightbeach are achieved by installing multiple pumps at one end of the beach. Using thisfacility, they have measured wave characteristics, horizontal current velocities andsediment concentrations at various points at multiple elevations for regular and ran-dom waves obliquely incident on parallel contour beaches of both concrete and finesand. Table 1.1 summarizes the experimental conditions used to compare with thepresent model. A complete description of the facility can be found in Hamilton, etal. (2001): http://libweb.wes.army.mil/uhtbin/hyperion/CHL-TR-01-22.pdf. Fromthe measurements, we have access to time-series of surface profiles and near-bottomwave orbital velocities as well as profiles of time-averaged longshore currents, un-dertow velocity profiles and suspended sediment concentrations. Equilibrium beachprofiles and total LSST are also available for the movable bed cases. Therefore, theirexperiments are suited for the model examinations because we can confirm the con-sistency of our model for each of various physical mechanisms, which contribute to34



the sediment transport processes.1.2 Thesis OutlineIn Chapter 2, we introduce the wave models (Tajima and Madsen, 2002). For prac-tical reasons, all models are constructed based on linear wave theory. We explorethe relationship between non-linear and an equivalent linear wave through numericalexperiments and develop a model for reconstruction of non-linear wave characteris-tics such as skewness and asymmetry of near-bottom orbital velocity from knowledgeof the equivalent linear wave characteristics. Shoaling, breaking, and broken wavecharacteristics are then determined based on equivalent linear wave concept from asimple energy balance equation. A simple model extension to random waves is alsodiscussed. The applicability of these models is examined through comparison of theirpredictions with measured experimental data, which have not been used to calibratethe model coefficient.In Chapter 3, the surface roller model (Tajima and Madsen, 2003) is developed.Since the wave model is based on the energy balance equation with linear wave theory,evolution of the surface roller is also determined from an energy balance equation.The local surface roller energy, obtained in this manner, characterizes the volume fluxand momentum forcings, which are applied to the near-shore mean current model.The applicability of the model is also tested through comparison with measured ex-perimental data.Chapter 4 discusses the development of a near-shore mean shear current modelbased on the present wave and surface roller models. The near-shore current modelconsists of two-layer two-dimensional-horizontal (2DH) momentum equations, inte-grated above the wave trough level and over the entire depth, which determine meanshear stresses at the trough level and over the entire depth, respectively. Coupled witha simple turbulent eddy viscosity model, analytical solutions are obtained for the ver-tical mean shear current profiles. The model account for the convective accelerationforces due to current-current, wave-current, and surface roller-current interactions.35



The bottom boundary condition for the near-shore current model is specified fromthe knowledge of equivalent bottom roughness by application of a modified version ofMadsen’s (1994) wave-current bottom boundary layer model. Model predictions arealso compared with experimental observations.In Chapter 5, we first summarize the conceptual bedload and associated suspendedload sediment transport models (Madsen, 2001). Introducing surf zone hydrodynamiccharacteristics predicted from the present hydrodynamic models, we extend the sed-iment transport models to the surf zone. Applicability of the present model is thentested against the LSTF experiments (Wang et al., 2002). Influence of wave non-linearity and bottom slopes on the net bedload sediment transport rates are examinedand their relative importance are discussed. Sensitivity of the predicted suspendedsediment concentrations to the sediment grain size is also investigated. Finally, wecompare the predicted bedload, suspended load and the total sediment transport bal-ance in the cross-shore (x) and longshore (y) directions and discuss about the futuremodifications of the model.In Chapter 6, finally, all models and results are summarized and their physicalimplications are discussed.

36



Chapter 2

Wave ModelAs discussed in Chapter 1, an ability to accurately predict near-shore hydrodynam-ics is essential to capture the characteristics of sediment transport processes andultimately to forecast features of coastal morphology. Time-varying near-bottom ve-locity determines the bottom shear stress, which induces bedload sediment transport.Skewness and asymmetry of the near-bottom non-linear wave orbital velocity, whichare dominant features for near-breaking and broken waves, may play significant rolesin yielding net bedload sediment transport in the shoreward direction. In this sense,one of the vital features required for the wave model is to predict the time-varyingprofiles of near-bottom non-linear wave orbital velocity.A number of numerical models for predictions of the non-linear wave character-istics have been proposed and their predictive performance has also been examinedthrough comparison with experimental data (e.g., Nwogu, 1993; Isobe, 1994; andNadaoka et al., 1994). Among these non-linear wave models, the Boussinesq equa-tions, first derived by Peregrine (1967) is most widely used. Wei et al. (1995) howeverpointed out that the use of the standard Boussinesq equations is restricted to shallowwater areas and to small non-linear effects because the standard Boussinesq equationsare based on the assumptions of weak dispersion and weak non-linearity. Insteadof depth-averaged velocity used in Peregrine’s (1967) Boussinesq equations, Nwogu(1993) introduced the velocity at a certain depth as a dependent variable and sig-nificantly improved linear dispersion properties in intermediate water depth. Nwogu37



(1996) furthermore extended his modified Boussinesq model to the broken waves inthe surf zone and run-up of waves in the swash zone. Although the improvement ofthe dispersion relationships allowed a extension of the model to relatively deep water,Nwogu’s (1993) modified Boussinesq equations still can not yield appropriate pre-dictions in the vicinity of the breaking point where strong non-linear effects are notnegligible. Wei et al. (1995) and Madsen et al. (1996) pointed out this feature andproposed the fully non-linear Boussinesq equations. These fully non-linear Boussinesqequations have been extended to the surf zone as well as swash zone (e.g., Madsenet al., 1997a and 1997b; Kirby et al., 1998; and Chen et al., 2000) and these modelswere recently applied in a sediment transport model by Wen and Kirby (2003). How-ever, adoption of the higher order terms in the modified Boussinesq equations tradesoff computational stability and efficiency. Especially for practical use of a model forthe prediction of beach morphology changes requires computational efficiency andflexibility so that it can accommodate iterative computations under arbitrary beachprofile conditions.Our goal in this Chapter is therefore to develop computationally efficient andpractically flexible models for predictions of nearshore wave characteristics includingthe surf zone. Because of its simplicity and practical applicability, we apply linearwave theory to estimate wave shoaling and refraction up to the breaking point. Afterthe waves reach breaking, a broken wave attenuation model is applied. Predictiveschemes for retrieving non-linear wave characteristics from computed linear wavecharacteristics must be developed to make our model complete.A number of breaking wave models based on linear wave theory have been devel-oped and the validity of these models has been examined through comparison withmeasured broken wave heights. As discussed previously, one of the primary goals ofour wave model is to predict appropriate non-linear near-bottom wave orbital veloc-ity profiles that significantly contribute to the sediment transport processes. Becausemost breaking wave dissipation models are calibrated only in terms of the brokenwave heights, however, it is not clear how one can obtain these non-linear featuresfrom knowledge of the wave height alone. From consideration of conservation of wave38



energy, non-linear wave heights are usually larger than the corresponding linear waveheights. Thus, if one uses a measured or predicted non-linear wave height, as if itwere a linear wave height, to calculate wave energy or wave energy flux from lineartheory, these quantities will generally be overpredicted. In this sense, broken wavemodels based on linear wave theory must be calibrated with linear wave heights thatsomehow are equivalent to the measured, non-linear, wave heights.In this chapter, we first introduce the concept of an equivalent linear wave andexplore the relationship between non-linear and equivalent linear wave characteristicsthrough numerical experiments. Non-linear wave characteristics are then determinedas functions of equivalent linear wave characteristics. The equivalent linear waveconcept is applied to develop a breaking wave dissipation model, which is applicable toarbitrary beach slope conditions. This breaking wave dissipation model is developedfor simple periodic waves but its application is extended to random, narrow-bandedspectral waves. Finally, the validity of the model is examined through comparisonwith experimental data, which have not been used to develop the model.2.1 Non-Linear Wave ModelIn order to develop a non-linear wave model, we introduce the concept of an equiva-lent linear wave, which defines the relationship between actual non-linear waves andcorresponding linear waves. Based on this concept, equivalent linear wave character-istics are simply predicted by linear wave theory and, if necessary, non-linear wavecharacteristics may be determined as functions of predicted equivalent linear wavecharacteristics.2.1.1 Equivalent Linear WaveFigure 2-1 illustrates the concept of the equivalent linear wave. The equivalent linearwave is defined as the linear wave having the identical energy flux as actual non-linear progressive waves. Since non-linear effects are most pronounced as waves entershallow water, it is assumed that the non-linear and equivalent linear waves have the39



 
Linear        vs.      Non-Linear 

  Equivalent linear wave = Linear wave having identical energy flux 

ECg                     =             Ef Figure 2-1: Concept of the equivalent linear wave.same deep water characteristics, L0 and H0/L0. Shoaling of the equivalent linearwave produces an equivalent linear wave height H which may be transformed to thenon-linear wave height, H∗, by applying a transform relationship which is obtainedfrom numerical experiments.2.1.2 Numerical ExperimentsIn order to explore the relationship between non-linear and equivalent linear wavecharacteristics, numerical experiments were performed. Nwogu’s (1993) modifiedBoussinesq equations were applied to compute wave shoaling on plane beaches ofvarious slopes, tanβ0 = 1/100, 1/50, 1/35, 1/20, and 1/10, for a range of deep waterwave steepness, H0/L0 = 0.001, 0.002, 0.005, 0.01, 0.02, and 0.05. Table 2.1 summa-rizes the numerical experimental cases. Incident wave profiles were obtained from 5thorder Stokes Wave Theory (Isobe, 1978) or Stream Function Theory with 19 terms(Dean, 1965).The geometrical conditions for the computations are shown in Figure 2-2. In orderto introduce stable and appropriate incident waves into the system, the constant depth40



Table 2.1: Summary of the numerical experiments
 SLO PE C A SE H 0/L0 O ffshore w aterdepth(m ) Incident w aveheight(m ) Incident w avetheoryA 1 0.001 10.0 0.093 STK5thA 2 0.002 10.0 0.186 SFM 19A 3 0.005 10.0 0.466 SFM 19A 4 0.010 10.0 0.931 SFM 19A 5 0.020 15.0 1.824 SFM 19A 6 0.050 20.0 4.583 STK5thB 1 0.001 10.0 0.093 STK5thB 2 0.002 10.0 0.186 SFM 19B 3 0.005 10.0 0.466 SFM 19B 4 0.010 10.0 0.931 SFM 19B 5 0.020 15.0 1.824 SFM 19B 6 0.050 20.0 4.583 STK5thC 1 0.001 10.0 0.093 STK5thC 2 0.002 10.0 0.186 SFM 19C 3 0.005 10.0 0.466 SFM 19C 4 0.010 10.0 0.931 SFM 19C 5 0.020 15.0 1.824 SFM 19C 6 0.050 20.0 4.583 STK5thD 1 0.001 10.0 0.093 STK5thD 2 0.002 10.0 0.186 SFM 19D 3 0.005 10.0 0.466 SFM 19D 4 0.010 10.0 0.931 SFM 19D 5 0.020 15.0 1.824 SFM 19D 6 0.050 20.0 4.583 STK5thE1 0.001 10.0 0.093 STK5thE2 0.002 10.0 0.186 SFM 19E3 0.005 10.0 0.466 SFM 19E4 0.010 10.0 0.931 SFM 19E5 0.020 15.0 1.824 SFM 19E6 0.050 20.0 4.583 STK5th*STK5: Stokes 5th order w ave theory / SFM 19: Stream  function of 19th order1/100
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0.01 < tanβ 0 < 0.1 sponge-layer wave hin 1.5hb h>H/0.4 
0.001<H0/L0<0.0
5 2.5Lin Figure 2-2: Geometrical conditions for the numerical experiment.region was set at the offshore boundary. The length of this region is 2.5Lin with Lin,the incident wave length. The constant offshore depth, hin, which is shown in Table2.1 for each case, was selected so as to keep the Ursell number less than 10 and hin/Linless than 0.2. This condition allows us to apply both Boussinesq equation and Stokeswave theory. Near the onshore boundary, constant depth is again assumed and asponge layer was introduced in order to absorb the waves and avoid reflected waves.The constant depth at the onshore boundary was chosen about 50% larger than thewave breaking depth, which is determined from incident wave conditions by Goda’s(1970) breaking wave criteria. The starting point of the sponge layer was adjusted asshallow as possible for the numerical computation keeps stable. As for the sponge-layer conditions for the numerical computation, we applied the model proposed byCruz et al. (1993). The simulations were carried out up to the value of H∗/h<0.4since the Boussinesq approximation is known to yield unreliable results for bottomorbital velocities when H∗/h>0.4. Further details of the numerical scheme are givenby Tajima (2001). 42



2.1.3 Non-Linear Wave ParametersShoaling non-linear wave characteristics, including near-bottom orbital velocities, arepredicted as functions of deep water wave steepness, H0/L0, relative depth, h/L0, andthe bottom slope, β0. These non-linear characteristics, identified by an asterisk sub-script, are expressed as dimensionless parameters,H∗/H and Ub∗/Ub whereH denotesthe equivalent linear wave height, obtained by shoaling the same deep water wave tothe relative depth, h/L0, and Ub is the near-bottom velocity ”height” predicted fromlinear theory for the equivalent linear wave, i.e.,Ub = Hωsinh kh (2.1)where ω = 2π/T and k = 2π/L is the wave number predicted from the linear disper-sion relationship. The asymmetry and skewness of the near-bottom velocity variationare represented by Tc/T , Tc′/T , and uc∗/Ub∗, where uc∗, Tc, and Tc′ are defined inFigure 2-3. Both Tc and Tc′ are the time for which the near-bottom wave orbitalvelocity rises in the wave propagating direction. Tc may be nearly equivalent to Tc′if the waves are forward-leaning in shape, i.e. wave asymmetry is relatively strongon the slope. For the waves with relatively small asymmetry (forward-leaning) butwith large skewness, such as solitary waves propagating on non-sloping beaches, Tcbecomes larger than Tc′. For example, Tc of Stokes or Cnoidal-type waves should beT/2 while Tc′ should be equal or smaller than T/2 depending on the intensity of wavenon-linearity.Figures 2-4 and 2-5 show predicted non-linear wave parameters as functions ofh/L0 and H0/L0 for tan β0 = 1/35. Similar figures are obtained with different β.In Figure 2, solid lines are the recorded values from the numerical simulations anddotted lines are the following fitting formulae, which are extrapolated and assumedvalid up to the predicted breaking point.H∗/H = 1 + a1 exp [−a2h/L0] (2.2)a1 = (2.2 + 2 tanh (55 tanβ0)) tanh [(1.6 tan− 32 β0 + 25)H0/L0]43
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Figure 2-4: Non-linear wave characteristics parameters, H∗/H and Ub∗/Ub as func-tions of H0/L0, h/L0 with tan β0 = 1/35; simulations (full line) and fitting formulae(dotted line).d2 = exp [2.4− 0.5 exp (−45 tanβ0)] (H0/L0)−(0.18+0.24exp(−25 tanβ0))As seen in Figures 2-4 and 2-5, non-linear effects become stronger in shallower wa-ter (smaller h/L0) or as H0/L0 increases. Validity of the formulae in the extrapolatedrange is examined later through comparison with measured data.2.1.4 Reconstruction of the Non-Linear Near-Bottom WaveOrbital Velocity ProfileIntroducing the non-linear wave parameters obtained in the Section 2.1.3, approxi-mate bottom orbital velocity profiles can be modeled as a combination of four sinu-soidal waves. Figure 2-6 illustrates the approximated velocity profile. Each of thefour sinusoidal curves is numbered. The model outline is as follows.45
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as ub+ = uc∗ − uc∗Tc′(1− π/2) (T − Tc1) + ut1− π/2 (2.12)ub− = uc∗Tc′(1 − π/2) (T − Tc1) − utπ/21− π/2 (2.13)Applicability of the presented non-linear wave orbital velocity profile model is exam-ined later in Section 2.6.4.2.2 Breaking Wave ModelBased on the present equivalent linear wave concept, linear wave theory determinesthe shoaling of the equivalent linear waves up to the breaking point. Once the wavereaches the breaking point, a broken wave model should be applied to evaluate waveattenuation inside the surf zone. Since the wave characteristics dramatically changebeyond the breaking point, accurate prediction of the breaking point is vital. Sincethe present wave model is based on linear wave theory, a breaking wave criterionshould also be cast in terms of linear wave theory for compatibility.Most of well-known breaking criteria models (e.g. Michell, 1893 and Miche, 1951)characterize the breaking limit by actual, i.e. non-linear, breaking wave height, Hb∗,as functions of the still water bottom slope, β0, wave period, T , and the local breakingwater depth, hb. Since strong wave non-linearity is expected near the wave breakingpoint, predictions of the non-linear wave heights around the breaking point maycontain certain errors. In this sense, even if we could specify the exact breaking waveheights from existing breaking criteria, we may not be able to locate the right breakingpoint because of uncertainty in predicted non-linear wave heights. Watanabe et al.(1984) also pointed out that most existing breaking criteria, such as Iversen’s (1951)and Goda’s (1970) criteria, may not be applicable to compound waves because thesemodels are based on observations of a single wave train propagating on a slopingbed. Watanabe et al. (1984) discussed physical mechanisms of breaking waves andsuggested that the ratio of water particle velocity at the wave crest and the wave48



phase velocity, uc/C, in stead of Hb∗/hb, may characterize the breaking criteria forboth single train and compound waves. Since Watanabe et al.’s (1984) breakingcriteria, (uc/C)b, is based on the linear wave theory, their model is ideally suited forapplication in conjunction with our equivalent linear wave. Thus, we follow Watanabeet al’s (1984) concept and modify their model adding recently obtained breaking wavedata.2.2.1 Model ConceptSimilar to Watanabe et al.’s (1984) model, we characterize the breaking criteria by aratio of water particle velocity near the wave crest and the wave phase velocity,(2ucC )b = kbHbtanh kbhb = f (hb/L0, tanβ0) (2.14)where kb = 2π/Lb is a wave number at the breaking point. Note that the left handside of (2.14) becomes kbHb = 2π (Hb/Lb) for the deep water limit, tan kbhb → 1, andit approaches Hb/hb for the shallow water limit, tan kbhb → khb. These features areconsistent with well-known existing breaking indices. For instance, Michell (1893)characterized the deep water breaking criteria by wave steepness, Hb/Lb and Battjes(1974) proposed multiple values of γb = Hb/hb for nearshore breaking waves dependingon breaker types, such as plunging and spilling breakers. Hence the use of (2.14)should serve as a general breaking index applicable to both deep and shallow waterconditions.2.2.2 Modeling Fitting FunctionThe fitting function, f , in (2.14) is modeled so that the model satisfies Michell’s(1893) deep water breaking wave criteria. According to Michell (1893), breakingwave steepness in the deep water becomes constant,Hb∗Lb∗ = 0.142 (2.15)49



Transforming (2.15) to the equivalent linear wave characteristics yieldsHbLb = 0.17 (2.16)Imposing our model to assure (2.16), the fitting function f must converge to a constantvalue, f → 2πHb/Lb = 2π × 0.17 ∼ 1.07, for a deep water limit, hb/L0 > 0.5.Requiring this condition, define the form of f byf = 1.07 − a1 exp −a2 (hbL0)b1+ a3 tanb2 β0 exp −a4 ( hbL0)b6 (2.17)This form is similar to Isobe’s (1986) breaking formula, which is fitted to Watanabeet al.’s (1984) breaking criteria. Best-fit parameters, ai and bi are obtained throughMonte-Carlo least-square inversion method with the following constraints in deep andshallow water limit.Constraint in deep water limitAs discussed in the general concepts, the model has to become constant when hb/L0 >0.5, which is the deep water wave condition. In order to ensure this feature, weincluded the constraint stated by|1.07− f (hb/L0)| < 0.01 for kh > 0.5 (2.18)Constraint in shallow water limitAs discussed later in Section 2.3, it is observed that, well-inside the surf zone, brokenwaves stop breaking and recover when the ratio of wave height and the water depth,γ = H/h, reaches its recovery value, γr. From this observation, breaking wave heightmust be larger than this recovery wave height, i.e.f > γr = 0.3 for kh→ 0 (2.19)50



Any combinations of parameters that violate either (2.18) or (2.19) were discardedthrough Monte-Carlo method. Experimental data used to obtain optimum coefficientsfor (2.17) are summarized in the following section.2.2.3 Experimental DataIn order to determine the fitting function, f (hb/L0, tan β0) introduced in (2.17), weneed to know dimensionless parameters of hb/L0, tan β0, and kbHb/ tanh kbhb. Amongthese parameters, the breaking water depth, hb, deep water wave length, L0 and thebottom slope, tan β0, are directly obtained from the experimental conditions andobserved data. The wave number at the breaking point, kb, can also be determinedby linear wave theory from hb and the wave period, T . Finally, the equivalent linearbreaking wave height, Hb, is computed from incident wave conditions measured nearthe wave maker by linear wave theory with Hunt’s (1952) wave attenuation formuladue to friction along side walls and bottom.Table 2.2 summarizes the experimental data used in this study. In Table 2.2,N is the number of data sets available in each experiment and H ′0/L0 is a deepwater wave steepness equivalent to the linear breaking wave height, Hb. Equivalentlinear breaking wave height, Hb, obtained from incident wave conditions should besmaller than measured, i.e., non-linear breaking wave heights, Hb∗,meas, because thenon-linear wave height is usually larger than equivalent linear wave height. However,as is also pointed out by Goda (1970), some data sets shown in the table exhibitedHb > Hb∗,meas. This contradiction may be partially due to underestimation of thewave attenuation by Hunt’s (1952) formula. While Hunt’s (1952) model is based onlaminar boundary layer conditions, actual wave attenuation may be larger becauseof the intensive turbulence especially near the breaking point. To avoid obtaining anunrealistic breaking criteria, we excluded these experimental data.Figure 2-7 shows the distributions of kbHb/ tanh kbhb obtained from the experi-mental data as functions of tanβ0 and hb/L0. As seen in the figure, kbHb/ tanh kbhbdecreases as hb/L0 and tanβ0 decrease. 51



Table 2.2: Summary of experimental data (N is the number of data available)Authors N tan β0 H ′0/L0Iversen (1951) 63 1/10,20 30,50 0.0023—0.073Goda (1964) 33 1/100 0.0026—0.048Toyoshima et al. (1967) 68 1/20, 30 0.0035—0.061Bowen et al. (1968) 11 1/12 0.0071—0.049Nagayama (1983) 1 1/20 0.025Hansen and Svendsen (1984) 1 1/34.25 0.017Okayasu(1988) 9 1/20 0.0087—0.049Sato et al. (1988) 3 1/20 0.029—0.048Cox and Kobayashi (1996) 1 1/35 0.014
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2.2.4 Complete Breaking CriteriaFinally, the best-fit curve, f , satisfying (2.18) and (2.19) is calibrated and the com-plete breaking wave criteria is expressed bykbHbtanh kbhb = 1.07 − 0.59 exp(−8.6 hbL0)+2.59 tan β0 exp−15.1( hbL0)1.5 (2.20)Figure 2-8 shows the comparisons of the present index, (2.20), Watanabe et al.’s(1984) index, and the experimental data used in this study. As seen in the figure, thepresent breaking criteria reasonably represents the experimental data. Comparingwith Watanabe et al.’s (1984) index, the present breaking model tends to predict alarger breaking parameter, kbHb/ tanh kbhb, in deeper water, hb/L0 > 0.1, and smallerkbHb/ tanh kbhb in relatively shallow water, hb/L0 < 0.1. This difference is physicallymore intuitive if the breaking indices are transferred to relative depth, hb/H0, interms of H0/L0 and tanβ0 as shown in Figure 2-9. This index directly predicts thebreaking water depth once the bottom slope and the deep water wave characteristicsare specified. As seen in the figure, the present criteria agree well with experimentaldata and predicts larger breaking water depth than Watanabe et al’s (1984) criteriawhen H0/L0 is relatively small. Figure 2-10 shows the relative errors of predictedand measured breaking water depth for each bottom slopes (1 − hb,data/hb,pred.) andTable 2.3 shows the means (µ) and the standard diviations (σ) of these relative errorin each bottom slope and in all the data sets. The table also shows the same relativeerror analysis for Watanabe et al.’s breaking criteria. As seen in Figure 2-10, theerrors are evenly distributed around the predictions along wide range of H0/L0 andtan β0. From Table 2.3, the mean error (bias) of the predictions against the entiredata sets is less than one percent and its standard diviation is less than 10 percent.Figure 2-11 shows the distribution ofHb∗/hb as a function of hb/L0 and the uniformbottom slope, β0. The present model first determines Hb/hb from (2.20) and (2.2) isapplied to evaluate the equivalent non-linear breaking wave height, Hb∗, and finally53
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formulation for the breaking wave energy dissipation model∂ (ECg)∂x = −KbCgh (E − Er) (2.21)where Kb is a proportionality constant, Cg is the (linear) group velocity, E = ρgH2/8is local wave energy where H = γh is the equivalent linear wave height and Er isthe wave energy based on the recovery wave height, Hr = γrh, of the broken wave ifit were to continue to travel in the local depth, h. As seen from (2.21), the energydissipation rate is assumed to be proportional to the amount by which the local waveenergy flux exceeds its recovery value.Wave set-up, η̄, is computed from the cross-shore force balance given by∂η̄∂x = − 1ρgh ∂Sxx∂x (2.22)where Sxx = E (2CgC − 12) (2.23)is the radiation stress.2.3.1 Determination of KbIn contrast to Dally et al. (1985), who took Kb=constant, we follow a similar proce-dure to that of Watanabe and Dibajnia (1988), whose dissipation model is differentfrom (2.21), and determine Kb as a function of bottom slope conditions. In order todetermine Kb, we make use of the experimental observations that broken waves ona plane beach, well inside the surf zone, approach a constant wave height to depthratio (e.g. Figure 6 in Horikawa and Kuo, 1966). In other words, we assume that,well inside the surf zone, H = γsh with γs=constant, i.e., ∂γs/∂x = 0 where x is thehorizontal axis in the wave propagation direction. Substituting this condition into(2.21) and applying linear long wave theory, Kb is derived asKb = −52 γ2sγ2s − γ2r ∂h∂x = 52 γ2s tanβγ2s − γ2r (2.24)58



where tan β = ∂h/∂x = ∂ (h0 + η̄) /∂x is the slope of the mean water depth. Asseen in Eq. (2.24), Kb is now a function of effective beach slope, β, which is animprovement of Dally et al.’s (1985) model.2.3.2 Evaluation of γs and γrThe information we now require to complete (2.24) is the values of γs and γr. Sinceour breaking wave dissipation model is based on linear wave theory, γs and γr shouldalso be the values corresponding to the equivalent linear wave heights. In order todetermine these values, we use existing experimental data on broken wave heightswell inside the surf zone on plane beaches for various slopes, β. The data used wereobtained by Horikawa and Kuo (1966), Nadaoka et al. (1982), Nagayama (1983),Hansen and Svendsen (1984), Okayasu et al. (1988), Sato et al. (1988), and Okayasuand Katayama (1992) and for each data set only the broken wave height closest toshoreline, i.e., well inside the surf zone, is used. From these experimental data, weobtain the ratio, γs∗, of measured and therefore non-linear wave height, H∗, to localdepth, h, for a variety of bottom slopes. For β = 0, i.e., broken waves traveling intowater of constant depth, γs∗ (β = 0) = γr∗ represents the non-linear recovery waveheight. Using the experimental information on β, h/L0, and H0/L0, Eq.(2.2) is usedto transform the measured non-linear wave heights to their linear equivalents. Detailsof this procedure are explained in the following section on Model Application whenH∗ is known. In this manner, the ratio, γs, of equivalent linear wave height to waterdepth is obtained for different slopes (with γs∗ (β = 0) = γr∗). Figure 2-12 showsthe distribution of γs as a function of β. Figure 2-12, in which 180 γs-values areplotted, shows a relatively small scatter and clearly demonstrates that γs is a ratherwell-defined function of β. Moreover, since γr and γs values were found not to exhibitany systematic dependency on other parameters, such as H0/L0 and h/L0, we simplydetermine γs as a function of β by linear regression of the data shown in Figure 2-12.The resulting expression for γs and γr are then given asγs = γr +A tan β = 0.3 + 4 tanβ (2.25)59
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Figure 2-12: γs vs. tanβ; experiments (circles) and Eq.(2.25) (full line)For negative slopes, β < 0, e.g. corresponding to the landward slope of an offshorebar, (2.24) is evaluated as if β = 0 for which the present model, in contrast to themodel by Watanabe and Dibajnia (1988), gives a non-zero value of Kb = 0.094.Validity of this procedure when β < 0 is examined later through comparison withmeasured data.2.4 Model ApplicationSince the present model is based entirely on the equivalent linear wave, it is relativelysimple to apply. If information on local measured (non-linear) wave height is avail-able, we may use this information to evaluate the equivalent linear wave and thenother non-linear wave characteristics such as near-bottom orbital velocity. Otherwise,equivalent linear wave conditions will be directly predicted by linear theory coupled60



with the breaking wave model. Non-linear wave characteristics are then determinedfrom predicted equivalent linear wave characteristics. Computational methodologiesfor these two scenarios are outlined in the following sections.2.4.1 H∗ is KnownIf local non-linear wave height, H∗, local water depth, h, and local bottom slope, β0,are known, we first guess the equivalent linear wave height, H ′, which may be slightlysmaller than H∗. From given H ′, h, and wave period, T , corresponding h/L0 andH ′0/L0 are computed by linear theory. Here, H ′0 is determined as the deep water waveheight that through linear shoaling to the given water depth, h, results in the linearwave height, H ′, i.e., H ′0 = H ′/Ks, where Ks is the linear shoaling coefficient, nomatter how the wave has traveled and deformed to arrive at that particular location.The non-linear wave height, H ′∗, is then predicted by substituting H ′, h/L0, H ′0/L0and β0 into (2.2). If H ′∗ is not identical toH∗, the value ofH ′ is modified and the sameprocedures repeated until H ′∗ = H∗ is obtained. Once H ′∗ = H∗, the equivalent linearwave height is determined as H = H ′ and H0 = H/Ks after which other non-linearwave characteristics may be evaluated from (2.3) to (2.6).2.4.2 H∗ is UnknownFor given deep water (linear) wave conditions, linear theory is used to shoal thewaves up to the breaking-point which conveniently is expressed by (2.20) in terms ofthe equivalent linear wave characteristics. After the breaking point, (2.21) is solvednumerically, with Kb locally given by (2.24), to obtain the variation of the equivalentlinear wave height shoreward of the break-point. If the local bottom slope becomesnegative, β0 = 0 is assumed. Wave set-up is also numerically computed by (2.22)and change of the mean water level is reflected in the mean water depth as numericalcomputation proceeds landward. Non-linear wave characteristics are evaluated from(2.2) to (2.6). Similar to the procedure when H∗ is known, H0 is determined from thelinear shoaling coefficient, i.e., H0 = H/Ks, where H is the predicted local equivalent61



linear wave height.2.5 Extension of the Model to Random WavesSince the breaking wave dissipation model is based on linear wave theory, it is possibleto make a simple extension of the model to random wave conditions. In order todevelop the breaking random wave dissipation model, we first make the followingthree assumptions: (i) random waves are narrow-banded and represented by a singleperiod; (ii) wave heights are Rayleigh distributed; and (iii) only waves of heightslarger than the local breaking wave height are breaking. Under these assumptions,the averaged energy balance equation (2.21) for the random waves is expressed as∂∂x ∫ ∞0 p (ξ)ECgdξ = −Kbh Cg ∫ ∞ξb p (ξ) (E −Er) dξ (2.26)where p (ξ) = 2ξ exp (−ξ2), ξ = H/Hrms and ξb = Hb/Hrms. The left hand side of(2.26) is identical to the periodic equation (2.21) with the wave height being replacedby the rms value for the random wave conditions. The right hand side of (2.26),however, receives contributions only from individual waves with heights greater thanthe breaking wave height corresponding to the local depth. This contribution isevaluated from the assumed Rayleigh distributed wave heights, and the model isreadily applied for random waves to predict local rms wave heights, Hrms = γrmsh,by the following formula∂ (ECg)∂x = −KbCgh exp (−ξ2b) [E (1 + ξ2b )− Er] (2.27)where E = ρgH2rms/8, Er = ρg (γrh)2 /8 with γr determined from (2.25) and Hb usedin ξb is determined by use of (2.20). 62



2.6 Comparison with Experimental Results2.6.1 Wave Heights and Wave Set-upFigure 2-13 shows a comparison of predicted (non-linear) and measured wave heightsand wave set-up obtained from (2.22) for the experiment with periodic waves nor-mally incident on a straight beach reported by Cox and Kobayashi (1996). In thefigure, predicted equivalent linear wave heights are also shown. As seen in the Figure,predicted equivalent linear wave heights are clearly smaller than the measured waveheights while predicted non-linear wave heights agree well with the experimental data.It is emphasized that H∗/h ≃ 0.8 in the vicinity of the breaking point. Thus, theexcellent agreement between measured and predicted non-linear wave heights in thevicinity of the breaking point verifies the applicability of our extrapolated transformformula for wave heights, (2.2), beyond the computed range of H∗/h < 0.4. Figure2-14 shows a comparison of predicted and measured significant wave heights and waveset-up for one of the experiments with random waves normally incident on a barredconcrete beach profile reported by Okayasu and Katayama (1992). Figures 2-15 and2-16 show the same comparisons for the experiments with random waves obliquelyincident on barred movable bed beach profiles reported by Wang et al. (2002). Theangle of incidence in the experiments reported by Wang et al (2002) is small, less than10o, so the effect of oblique incidence is safely neglected in the breaking wave andset-up model which treats the waves as normally incident. As seen in Figures 2-14through 2-16, predictions of both wave heights and mean water level agree well withmeasured data even where the water depth is increasing, i.e., β < 0, on the landwardside of the bar. Moreover, it should be pointed out that all predictions agree well withmeasurements in spite of none of these experiments having been used to calibrate themodel coefficients. 63
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2.6.2 Slope-Dependency of the Wave AttenuationIn order to examine the slope-dependency of the present model, the model was appliedto different bottom slope conditions. Figure 2-17 shows the comparisons of waveheights predicted by the present and Dally et al.’s (1985) models with experimentaldata for periodic waves incident on straight beaches with various slopes. In thefigure, non-linear wave heights predicted by the present model are compared withthe measurements. For the computations of Dally et al.’s model the present non-linear wave and wave breaking models were applied up to the breaking point sincetheir model does not determine the non-linear breaking wave heights. Experimentaldata were obtained by Mizuguchi et al. (1978), Okayasu and Katayama (1992), Coxand Kobayashi (1996) and Stive and Wind (1986) for 1/10, 1/20, 1/35 and 1/40,respectively. From the comparisons with data, the present model predicts reasonablenon-linear wave heights up to the breaking point. In the surf zone, agreement ofbroken wave heights between data and the present model is also excellent while Dallyet al.’s model, which applies a constant Kb, over-predicts broken wave heights whentan β = 1/10, for which larger Kb is required for better predictions. This comparisontherefore verifies the slope-dependency of Kb as proposed in the present model.2.6.3 Non-linear Velocity ParametersFigure 2-18 shows the comparison of non-linear parameters of the near-bottom waveorbital velocity for the experiment by Cox and Kobayashi (1996), which is the sameexperiment used in Figure 2-13. In this figure circles are the values obtained fromthe measured data and solid lines are the predictions obtained from (2.3) to (2.6)using predicted equivalent linear wave heights. Again it is noted that the excellentagreement near the breaking point, where H∗/h ≃ 0.8, supports our use of the extrap-olated transform formulae for non-linear near-bottom orbital velocity characteristics.As seen in the figure, predictions of velocity height, Ub∗, and Tc/T agree very wellwith the measured data while the model overpredicts uc∗/Ub∗ inside the surf zone.Since the agreement between measured and predicted uc∗/Ub∗ is quite good in the68
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for linear sinusoidal waves. Measured values, shown as circles, were obtained byaveraging 200 measured waves and the vertical lines represent the standard deviationof the measured data around the mean. As seen in Figure 2-19, excellent agreementis obtained between model predictions and measurements especially for Ub∗, whichplays an important role in the present hydrodynamic model’s determination of thecombined wave-current bottom shear stress. Whereas the model accurately predictswave asymmetry, Tc/T , it tends to over-predict the skewness parameter, uc∗/Ub∗inside the surf zone. Since the present non-linear wave model is based on Nwogu’s(1993) modified Boussinesq equations, this comparison suggests that the Boussinesqequations may over-predict skewness of near-bottom wave orbital velocity inside thesurf zone. Watanabe and Elnaggar (2000) pointed out that Boussinesq equationtends to overpredict uc∗ inside the surf-zone from the comparisons of predicted andmeasured near-bottom wave orbital velocity profiles for periodic waves incident on aplane beach.Figure 2-20 shows comparisons of predicted and measured wave heights and near-bottom wave orbital velocity heights for random waves incident on a uniform slope(Test 8A-E reported by Hamilton and Ebersole, 2001). The observed values for Hrmsand Ubrms shown as circles in Figure 2-20 were obtained from the measured time-seriesof surface elevation, η (t), and near-bottom velocity, ub (t), through spectral analysis.Spectral contributions from frequencies above 4Hz and below 0.2Hz were omitted toremove high-frequency noise and surf-beats, which are not included in our steady statewave model. Noise-less time-series of η (t) and ub (t) were then reconstructed fromthe these truncated spectral components and applied for individual wave analysisbased on the zero-up-cross method. Hrms and Ubrms obtained from individual waveanalysis yielded near-identical values to those obtained from spectral analysis. Sincethe spectral analysis is based on linear theory and therefore yields linear rms-values,predicted Hrms and Ubrms shown in the figure are based on linear theory. A measureof asymmetry, Tc/T , and skewness, uc∗/Ub∗, for the random waves, compatible withour equivalent linear wave predictions, was obtained by individual wave analysis ofthe reconstructed time-series. Only waves with velocity heights, Ub∗, larger than71
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the median value of all individual waves were considered, and the resulting meanvalues of Tc/T and uc∗/Ub∗ are shown as full circles in Figure 2-20, with vertical linesrepresenting the standard deviation around the mean.Figures 2-21 and 2-22 show the same comparisons as Figure 2-20 but for randomwaves obliquely incident on movable bed beaches, respectively. Incident wave steep-ness for Figure 2-21 is smaller than that of Figure 2-22 and the waves in Figure 2-21were spilling breakers and plunging breakers in Figure 2-22.From comparisons in Figures 2-20, 2-21, and 2-22, the excellent predictive skillsof the model are seen especially for predictions of Hrms and Ubrms, which are of themost importance to determine bottom boundary conditions applied for the presentnear-shore mean current model. Good agreements shown in Figure 2-21 and 2-22verify the model applicability to natural beach profiles in the field and arbitrarybreaker types. Similar to the periodic wave case, Figure 2-19, predicted Tc/T anduc∗/Ub∗ agree well with measurements “outside” the surf zone but the model tendsto overpredict uc∗/Ub∗ inside the surf zone. Equally good performances of the modelfor prediction of Hrms were presented by Tajima and Madsen (2002) and will be seenlater when testing the near-shore mean current model in Chapter 4.2.6.4 Non-Linear Near-Bottom Wave Orbital Velocity Pro-filesApplicability of the non-linear near-bottom wave orbital velocity profile model istested by comparing the model with experimental data obtained by Cox and Kobayashi(1996) and with Cnoidal Wave Theory (Isobe, 1979).Besides wave heights and the wave set-up, Cox and Kobayashi (1996) also mea-sured the time-series of the current velocity at multiple cross-shore locations andmultiple elevations. Figures 2-23 and 2-24 show the comparisons of measured and pre-dicted near-bottom wave orbital velocity profiles. In the figure, the measured “mean”velocity profiles were obtained by separately averaging the measured near-bottom ve-locities at the same wave phase. We then subtracted the net current velocities from73
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Figure 2-22: Comparisons of measured and predicted wave heights, H∗, near-bottomwave orbital velocity height, Ub∗, asymmetry, Tc/T , and skewness, uc∗/Ub∗, for randomwaves on movable bed beach. Measurements by Wang et al. (2002): Test 3, plungingbreaker. 76



the obtained velocity profiles so that the component of mean return flow velocty isexcluded. Development of a predictive model for the mean current velocities will bediscussed later in Chapter 4. The non-linear wave parameters were predicted fromthe measured local wave heights at the same cross-shore location to avoid the pre-dictive errors of our breaking and broken wave models. Methodologies for predictingnon-linear wave parameters from known non-linear wave heights, H∗, are as discusedin Section 2.4.1. Cross-shore locations of each station shown in Figures 2-23 and2-24 are identical to where the wave heights were measured (see Figure 2-13) andthe station number in Figures 2-23 and 2-24 increases from deeper water toward theshoreline. As seen in Figure 2-13, station 1 is outside the surf zone, station 2 is inthe vicinity of the breaking point, and stations 3 through 6 are inside the surf zone.Predicted approximation profiles agree well with measured data even inside the surfzone.2.7 Summary and ConclusionsNumerical experiments with weakly non-linear periodic waves shoaling across a planesloping bottom were used to establish simple expressions relating non-linear wavecharacteristics, x∗, to those obtained when the waves were shoaled according to linearwave theory, x. These relationships, (2.2) through (2.6), are of the formx∗ = xf (H0/L0, h/L0, tan β) (2.28)in which H0/L0 is the deep water (linear) wave steepness, h/L0 is the local relativedepth, tanβ is the local bottom slope, and x is the prediction afforded by lineartheory when the deep water wave is shoaled to the local depth, i.e., the equivalentlinear wave conserves energy flux.Using the relationships represented by (2.28) non-linear wave characteristics maybe reconstructed from knowledge of the characteristics of their linear equivalent. Toobtain this knowledge a model, based entirely on linear wave theory, was developed77
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for the evolution of wave heights as periodic waves travel from deep water up to theirbreaking point and as broken waves on into the surf zone where they dissipate theirenergy. Since this model for shoaling, breaking, and broken periodic waves is basedon linear theory, a simple extension to random narrow-banded spectral waves waspresented.The excellent predictive skills of the model, in terms of its prediction of measured,and therefore non-linear, wave heights in the vicinity of the breaking point and insidethe surf zone are demonstrated for periodic waves normally incident on a plane beach,random waves normally incident on a barred concrete beach, and random waves ofsmall oblique incidence on barred movable bed beach profiles. The model is alsoshown to be successful in predicting non-linear characteristics (magnitude, skewnessand asymmetry) of the near-bottom wave orbital velocity around the breaking pointand inside the surf zone.The present model is simple to apply because it is based on linear wave theory andthe concept of an equivalent linear wave. Since the equivalent linear wave conservesenergy flux the present model should be particularly well suited for the evaluationof radiation stresses driving long-shore and cross-shore currents. This anticipationis supported by the demonstrated ability of the present model to accurately predictwave set-up for both periodic and random waves. Furthermore, the model’s demon-strated ability to predict near-bottom orbital velocity features, which are of utmostimportance in evaluation of flow resistance and sediment transport processes, sug-gests its suitability for adoption in models for hydrodynamic and sediment transportprocesses in the surf zone.
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Chapter 3

Surface Roller ModelThe present wave model, developed in Chapter 2, successfully predicts wave attenu-ation inside the surf zone and non-linear wave characteristics such as skewness andasymmetry of the near-bottom wave orbital velocity profiles. Predicted equivalentlinear and non-linear wave characteristics may be applied in other models to pre-dict wave-induced sediment transport rates as well as other near-shore hydrodynamiccharacteristics such as undertow, long-shore current and wave set-up. In order toexplain the increase of the return flow velocity, which is observed inside the surf zone,however, we need to introduce the concept of surface rollers into the wave model.Svendsen (1984) first introduced the surface roller model to explain the increase ofthe return flow velocity and the surface shear stress inside the inner surf zone. SinceSvendsen’s (1984) model is based on the experimental observations obtained in theinner surf zone, the model cannot evaluate the smooth evolution of the surface rollernear the breaking point.Okayasu et al. (1990) pointed out that Svendsen’s (1984) model over-predicts thesurface shear stress in the outer surf zone and proposed a new undertow model withthe assumption that dissipated wave energy due to breaking is transferred to both thesurface roller energy and turbulent energy. It is also assumed that dissipated waveenergy at an arbitrary local point is evenly transferred to the turbulent energy througha certain distance, which is related to the local depth. The surface roller energy isthen determined as an integration of the remaining dissipated wave energy, which81



is caused by wave breaking but not yet transferred to turbulent energy. Althoughtheir model estimates total volume of the return flow throughout the surf-zone fairlywell, their model still overestimates the surface shear stress near the breaking point.Since their shear stress model depends only on energy dissipation rate, their surfaceshear stress always acts in shoreward direction, which cannot explain the observationthat the surface shear stress near the breaking point tends to act in the seawarddirection. This feature is shown later by the experimental data. Moreover, becauseof the complexity of their model, it is difficult to apply this model to random waveconditions.Dally and Brown (1995) pointed out the discontinuity of the surface roller evolu-tion at the breaking point and introduced an energy balance equation for the surfaceroller to successfully explain the smooth transition of the surface roller evolution.Dally and Brown, moreover, calibrated the model against experimental data and anempirical coefficient, which determines the dissipation rate of the surface roller energy,was set to be constant. Since the calibration was done only for experimental casesfor periodic incident waves on plane beaches, applicability of the model to variousbeach conditions is suspect. For example, Kurata and Hattori (2000) applied Dallyand Brown’s model to various experimental cases and pointed out that the optimumdissipation coefficient varies among various experimental conditions.In this study, we follow a similar approach to Dally and Brown (1995) and developthe surface roller model which is consistent with the present wave model. Surfaceroller energy is first defined and relationships between surface roller energy and othersurface roller characteristics are discussed. Using surface roller energy, an energybalance equation for the surface roller is developed and coupled with the presentbroken wave model. Model extensions to random waves are also developed. Finally,validity of the model is examined through comparison with some experimental results.82



 
C 

Ssr 

L Figure 3-1: Sketch of the surface roller3.1 Model DevelopmentFigure 3-1 illustrates the dimensions of the surface roller. Similar to Dally and Brown(1995), we first characterize the surface roller in terms of its cross-section area, Ssr,and mean energy, Esr. From observations, a surface roller is generated on the front of abroken wave crest and propagates with the broken wave. In this sense, it is reasonableto assume that the velocity characteristic of the water particles in the surface rollermay be represented by the wave phase celerity, C. Under this assumption, kineticenergy of the surface roller per unit area, Esr, may be defined asEsr = ρSsrC2/2L = ρSsrC2T (3.1)where L is the local wave length and T is the wave period. Dally and Brown (1995)suggested that the actual surface roller energy should be proportional to Esr witha proportionality constant greater than unity since water particle velocity in theroller may vary and be larger than the wave phase velocity, C. However, we simplytake the total surface roller energy as Esr for the time being because of our limitedunderstanding of the physical mechanism of surface rollers. When deriving a surfaceroller energy balance equation, moreover, it is seen that this proportionality constantis implicitly accounted for in the other parameters.83



3.1.1 Volume Flux and Depth-Averaged Return Flow Veloc-ityVolume flux per unit width, 1qsr, due to the surface roller is expressed as1qsr = SsrT 1n = 2EsrρC 1n (3.2)where (3.1) was applied and 1n = (cos θ, sin θ) is the wave propagation direction withθ, an angle between the cross-shore and wave-propagation directions. Coupling withlinear wave theory, total shoreward volume flux, Qx, is then expressed asqx = ∫ η−H/2 ũdz + qsrx = E + 2EsrρC cos θ (3.3)Under the assumption of long-straight beach, i.e. ∂/∂y = 0, depth-averaged returnflow velocity, Ū , is then determined by requiring total volume flux in x-direction tobe zero, i.e. Ū = −qx/h (3.4)3.1.2 Momentum FluxSimilar to Svendsen’s (1984) approach, contributions from the surface roller to themomentum balance are defined from the depth-integrated mean momentum equationsin j-th horizontal direction (j = 1,2).ρg (h0 + η̄) ∂η̄∂xi δij + ∂∂xiSij + ∂∂xiRsr,ij + τbj = 0 (3.5)where advection terms of the mean current are neglected. In the formula, η̄ is anelevation of the mean water level, Sij is the wave radiation stress tensor defined by(Mei, 1989) Sxx = E [CgC (1 + cos2 θ)− 12] (3.6)Sxy = Syx = E2 CgC sin 2θ (3.7)84



τbj , is the bottom shear stress and momentum flux due to the surface roller, Rsr,ij, isdefined as Rsr,xx = ρSsrC2 cos2 θL = 2Esr cos2 θ (3.8)Rsr,xy = Rsr,yx = ρSsrC2 cos θ sin θL = Esr sin 2θ (3.9)Especially for long straight beach condition, the wave set-up is determined byρg (h0 + η̄) ∂η̄∂x = − ∂∂xSxx − ∂∂xRsr,xx − τbx (3.10)The volume flux and the wave set-up determined from (3.4) and (3.10) are com-pared with experiments to indirectly examine the validity of the present surface rollermodel.3.1.3 Energy Balance Equation for Surface RollerAs seen from (3.2) and (3.8), all surface roller characteristics are defined in terms ofits energy, Esr. In order to determine the evolution of the surface roller energy, weconstruct an energy balance equation, which should be compatible with the presentbroken wave model expressed in the general two-dimensional form by∇ (ECg1n) = −Kbh Cg (E − Er) (3.11)where ∇ = (∂/∂x, ∂/∂y) with x and y, cross-shore and along-shore axis and E =ρgH2/8 is the local wave energy and Er is based on the recovery wave height, Hr, ofthe broken wave if it were to travel on in a constant depth equal to the local depth,h. To construct the surface roller energy evolution equations, we first assume thefollowing features: (i) a part of the dissipated broken wave energy is provided intothe surface roller and the rest of the broken wave dissipation energy is transferredto turbulent energy in the water column; (ii) surface roller energy is transportedwith wave phase velocity, C; (iii) surface roller energy itself is also dissipated and85



the dissipation rate is proportional to the local surface roller energy; (iv) surfaceroller vanishes when broken waves stop breaking and have recovered. Under theseassumptions, the energy balance for the surface roller becomesα∇ (ECg1n) +∇ (EsrC1n) = −Ksrh EsrC (3.12)where α is the fraction of broken wave energy dissipation provided into the surfaceroller, i.e. α ≤ 1, and Ksr is a proportionality constant to be determined. Note that(3.12) becomes identical to Dally and Brown (1995) model if α = 1 and long waveapproximation, i.e. C ≃ √gh is applied on the right hand side of (3.12). As seenin (3.12), the values of α and Ksr determine the relative importance of each termin (3.12) and therefore automatically absorb the effect of a proportionality constantapplied to Esr in Dally and Brown’s model. α should be in the range 0 < α ≤ 1 butexact estimation of the parameter is difficult because of the complexity of the feature.We assume that only the loss of potential energy of the broken waves, which is just ahalf of the total wave energy loss in linear theory, is contributed to the surface rollerenergy, Esr, and therefore take α = 1/2. This choice makes some sense since thesurface roller is located above the water surface where potential wave energy resides,whereas most of the kinetic wave energy is distributed over the entire depth and notreadily supplied to the surface roller energy. Finally, the complete energy balanceequation is obtained by substitution of (3.11) in (3.12)∇ (EsrC1n) = 1h (KbCgE − Er2 −KsrCEsr) (3.13)As seen in (3.13), it should be pointed out that dissipation terms of waves and surfacerollers, i.e. the terms in the right hand side of (3.11) and (3.12) are essentially identicalbecause, “recovered energy” of the surface roller, (Esr)r, should be zero when thebroken wave recovers, i.e. reaches its recovery energy, Er.86



3.1.4 Determination of Ksr and Physical ImplicationsSimilar to the present broken wave model, Ksr may be a function of the slope althoughDally and Brown (1995) suggested Ksr to be constant, Ksr = 0.2. Since formulationsof energy dissipation models for waves and surface rollers are identical, Ksr mayalso be related to Kb. Recalling our model assumption that half the broken waveenergy dissipation is directly going into turbulence while the other half is going tothe surface roller energy and subsequently into turbulence, it appears reasonable toassume that the mechanism by which the wave energy dissipation is transferred toturbulent energy should be similar for wave and surface roller and we therefore takeKsr = Kb with Kb determined from (2.24) in Section 2.3,Kb = 52 γ2s tan βγ2s − γ2r (3.14)Figure 3-2 shows the comparisons of the non-dimensional volume flux predictedby the present and Dally and Brown’s (1995) models for the same experimental datashown in Figure 2.19, which compared slope-dependency of the broken wave atten-uations on straight beaches with different bottom slopes. In the figure, h0 is localstill water depth and hb0 is the still water depth at the breaking point. The non-dimensional volume flux, q′x, was obtained by dividing predicted volume flux, qx, by√ghh and normalized by the value at the breaking point. In the experiments, qxwas obtained by integrating the measured vertical profiles of U over the water depth.The volume flux predicted from (3.3) agrees well with measurements on various bot-tom slopes, tanβ0 = ∂h0/∂x. On the other hand, Dally and Brown’s (1995) modelover-predicts the volume flux especially in the outer surf zone. This over-predictionmay be partially because of the over-predictions of the wave volume flux, qwx, sincethe predicted volume flux at the breaking point, where the surface roller starts tocontribute, is larger than the measured q′x. Dally and Brown (1995) pointed out thatqwx is over-predicted if one were to apply linear theory based on the measured non-linear wave height and showed that the numerical application of the Stream FunctionTheory yields better predictions of qwx. In the present comparison, however, we apply87
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linear theory based on the predicted equivalent linear wave heights, which are smallerthan non-linear wave heights, for both Dally and Brown’s and our model. Accordingto Tajima (2001), qwx obtained in this manner agrees reasonably well with numericalpredictions by Stream Function Theory except very near the breaking point whereH∗/h is very large. In this sense, we can still expect reasonable predictions of qwxin the surf zone where H∗/h is not as large as at the breaking point. It should alsobe noted that, in this comparison, Dally and Brown’s energy balance equation wasapplied to the predicted equivalent linear wave conditions although their model wasoriginally calibrated by using measured non-linear wave heights. If one were to usemeasured or predicted non-linear wave heights to evaluate the surface roller energyfrom Dally and Brown’s model, the predicted surface roller energy and therefore qxwould be larger than shown in Figure 3-2, and the over-prediction by Dally andBrown’s model would become even more pronounced. It is also seen in Figure 3-2that the over-prediction of qx by Dally and Brown’s model increases as the bottomslope becomes larger. Similar to the comparisons of the broken wave heights in Figure2-17, this observation verifies a slope-dependency of Ksr, as proposed in the presentmodel.3.2 Extension of the Model to Random WavesBoth wave and surface roller models are now complete for periodic wave conditions.Since both wave and surface roller models, (2.21) and (3.13), are governed by simpleenergy balance based on linear wave theory, the models are also readily extended torandom wave conditions. As discussed in Section 2.5, the local mean wave energy forrandom waves ise obtained from (2.27),∇ (ECg1n) = −KbCgh exp (−ξ2b) [E (1 + ξ2b )− Er] (3.15)The surface roller energy balance equation for random waves is identical to (3.13)but replacing the wave energy dissipation, seen in the first term of the right hand89



side of (3.13), by the wave dissipation for random waves, i.e. the right hand side of(3.15): ∇ (EsrC1n) = Kbh (Cg2 exp (−ξ2b) [E (1 + ξ2b)− Er]− CEsr) (3.16)Here the surface roller energy is taken to be the average value. Since all other char-acteristics such as volume and momentum fluxes are determined in terms of the waveand surface roller energy, the same formulae, (3.2) and (3.8) are also applicable torandom waves.3.3 Numerical Application of the ModelFrom specified deep water wave conditions, i.e. the equivalent linear incident waveconditions are known, wave shoaling is computed by use of linear wave theory up to thebreaking limit determined by (2.20). After the breaking point, (3.11) is discretized ina horizontal space grid and the shoreward unknown wave energy, Ei+1, is numericallysolved from known variables such as Ei with i, shoreward grid number. Since η̄i+1 isalso unknown, numerical iteration is required with initial condition, η̄i+1 = η̄i. In thenumerical iteration, η̄i+1 is determined from (3.10) with Esr,i+1 obtained from (3.12).For random waves, (3.15) is applied instead of (3.11) in the entire computationalregion because a certain number of waves are always broken under the assumptionof the Rayleigh distributed wave heights. Total volume flux and therefore the depth-averaged undertow velocity are then determined from (3.3) and (3.4).3.4 Test of the ModelThe predictive ability of the present model is examined through comparisons withexperiments for periodic and random waves incident on uniform plane beaches andrandom waves incident on a barred beach.Figure 3-3 shows the predicted wave heights, wave set-up, and depth-averagedundertow velocity compared with the experimental data for periodic waves normallyincident on a plane beach presented by Cox and Kobayashi (1996). In the figure, full90



lines and dashed lines denote predictions by the present model with and without thesurface roller model, respectively. Wave set-up was computed from (3.10) but thebottom shear stress was neglected. It will be shown in Chapter 4 that the effect ofthe bottom shear stress on the wave set-up is negligibly small. Figure 3-4 shows thesame comparisons as those in Figure 3-3 but for periodic waves obliquely incident ona plane beach with 1/20 slope. The experimental data shown in Figure 3-4 is reportedby Hamilton and Ebersole (2001).As seen in Figures 3-3 and 3-4, agreement between measured and predicted waveheights is excellent. From the comparison of wave set-up with and without the surfaceroller effects it is seen that the surface roller delays the sudden increase of the waveset-up right after the breaking point and it increases the wave set-up near the shoreline. This surface roller effect clearly improves the predictive skills for the wave set-up.Similarly in the comparison of the undertow velocity, the surface roller significantlyincreases the undertow inside the surf zone and the peak is shifted shoreward from thebreaking point. This feature cannot be explained solely from the wave volume fluxbecause the cross-shore distribution of wave heights of periodic waves always has itspeak at the breaking point. This observation also supports the necessity and validityof the present surface roller model.Figure 3-5 shows comparisons of significant wave heights, wave set-up, and thedepth-averaged undertow velocity for random waves normally incident on a planeuniformly sloping beach reported by Okayasu and Katayama (1992). Similarly, Fig-ure 3-6 shows the same comparisons as those in Figure 3-4 but for random wavesobliquely incident on a plane beach. The experimental data shown in Figure 3-6 arealso reported by Hamilton and Ebersole (2001). Since random wave heights gradu-ally attenuate, the effect of the surface roller on the wave set-up is relatively smallcomparing to the periodic waves shown in Figures 3-3 and 3-4. However, a similareffect of the surface roller observed in Figures 3-3 and 3-4 are also seen in Figures 3-5and 3-6 and improves the predictions of the wave set-up. Similarly, the surface rolleragain increases dramatically the undertow predicted for waves alone, especially nearthe shoreline, and results in excellent predictions.91
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Finally, Figure 3-7 shows the same comparisons as Figure 3-5 but for the experi-mental case when random waves are normally incident on a barred beach presentedby Okayasu and Katayama (1992). Since the present model is valid only for β ≥ 0,β = 0 was substituted in the numerical application where β < 0. It is seen from thefigure that predicted significant wave heights agree very well with measurements evenwhere the water depth is increasing, i.e. β < 0. Similar to previous observations, in-clusion of surface roller effects overall improves predictions of the wave set-up and theundertow except predictions of the undertow around the bar crest. Since the modelwithout the surface roller effect already over-predicts the undertow and the contribu-tion of the surface roller is relatively small around the bar, this over-prediction maybe mainly caused by the prediction of wave volume flux.3.5 Summary and Further ImplicationsThe wave model presented in Chapter 2 (Tajima and Madsen, 2002) was applied topredictions of the near-shore wave field. The concept of the surface roller was thenintroduced to improve predictions of depth-averaged undertow velocity and wave set-up. Physical characteristics of the surface roller were determined as functions of thesurface roller energy, Esr, and an energy balance equation, which is consistent withthe present wave model, was developed to capture the spatial evolution of the surfaceroller energy. A simple extension of the model to random waves was also proposed.The validity of the model was tested against experimental data for periodic andrandom waves incident on plane uniformly sloping beaches with various slopes andrandom waves incident on a barred beach. Through comparisons of the predictedwave heights, wave set-up and depth-averaged undertow, excellent agreement verifiedthe predictive skills of the model. It should be emphasized that none of experimentaldata compared with the present model was applied to calibrate the model coefficients.The present model may also be extended to predictions of longshore momentumforces and therefore longshore currents. For long straight beach conditions and as-suming long linear wave theory, the momentum equation in the y-direction is deduced96
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from (3.5) to be − ∂∂xE cos θ sin θ − 2 ∂∂xEsr cos θ sin θ ≃ τby (3.17)where the first and the second terms of the left hand side of (3.17) are momentumforces due to the wave and the surface roller, respectively. At the breaking pointfor periodic waves, where the surface roller just starts to appear, the energy balanceequation (3.12) implies ∂E/∂x ≃ −2∂Esr/∂x for long waves. Therefore, the twoterms on the left hand side of (3.17) cancel and the total longshore momentum forcevanishes. This gives a continuous longshore current across the breaking point withoutthe necessity of introducing lateral mixing to achieve this feature.Some distance inside the surf zone, on the other hand, surface roller energy, Esr,starts to decrease and both wave and surface roller terms in the left hand side of (3.17)becomes positive. Therefore, the surface roller increases the longshore momentumforce inside the surf zone. This feature shifts the peak of the longshore currentvelocity shoreward. Ruessink et al. (2001) introduced the momentum force of thesurface roller and showed this feature in their numerical model application.Svendsen (1984), assumed that the shear stress at the mean water level in theshore-normal direction, τsx, is determined as a sum of the time-averaged wave pressureforce and the surface roller momentum force,τsx = −12 ∂∂xE − 2 ∂∂xEsr (3.18)This resulted in a shore-ward leaning undertow velocity profile well inside the surfzone, i.e. a positive gradient of the undertow velocity as mean water level is ap-proached since both E and Esr decrease in the wave propagation direction. In ad-dition to this feature, our model is able to explain the sea-ward leaning undertowtypically observed near the breaking point. Our energy balance equation again im-plies ∂E/∂x ≃ −2∂Esr/∂x at the breaking point for periodic waves, and introducingthis condition in (3.18) shows the surface roller momentum force, which acts in thesea-ward direction, to dominate. This results, therefore, in a sea-ward directed sur-face shear stress, τsx, acting at the mean water level and results in a sea-ward leaning98



undertow velocity profile as the mean water level is approached. These features willbe seen in the computational application of the present nearshore current model inChapter 4.
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Chapter 4

Nearshore current model4.1 IntroductionThe wave and surface roller models are now complete and readily applicable to thesediment transport model. The last hydrodynamic features we require for the devel-opment of the conceptual sediment transport model are the nearshore mean shear cur-rent induced by broken waves. From the knowledge of mean current and near-bottomwave orbital velocity, Madsen’s (1994) combined wave-current bottom boundary layermodel determines the bottom shear stress, which causes bedload sediment transport.The bottom shear stress also acts to entrain bottom sediments into the water columnwhere turbulence dominated by wave breaking keeps a potentially large amount ofsediments suspended and available for transport by the near-shore mean current inthe seaward and longshore directions by the undertow and longshore current, respec-tively.A two-dimensional horizontal (2DH) nearshore mean current models, based onthe depth and time-averaged momentum equations (Longuett-Higgins, 1970; Phillips,1977; Mei, 1989), are simple to apply and have therefore been widely used to evaluatethe nearshore mean circulation such as longshore and rip currents (e.g. Noda et al.,1974; Ebersole and Darlymple, 1980; Wu and Liu, 1985). Under the long, straightbeach assumption, 2DH equations can be reduced to the one-dimensional alongshoremomentum equation (e.g. Longuett-Higgins, 1970; Thornton and Guza, 1986). The101



primary forcing that induces the nearshore mean current is determined from thespatial variations of wave radiation stresses, which are separately obtained from awave model. A number of authors have pointed out the significant effect of thesurface roller momentum force that shifts the peak of the longshore current velocityon a long, straight beach toward inside the surf zone (e.g., Kuriyama, 1994; Okayasu etal., 1994; Lippmann, et al., 1995; Reniers et al., 1995; Osiecki and Dally, 1996; Reniersand Battjes, 1997; and Ruessink et al., 2001). Because of the simple application of thedepth-averaged 2DH equations, however, the model can not appropriately evaluatethe udertow velocity inside the surf zone. On the long, straight beach, for example,the mass conservation law requires the zero depth-integrated volume flux in the cross-shore direction while there exists strong seaward return flow (undertow) under thewave trough level that balances the wave-associated shoreward volume flux abovethe trough level. This feature also results in unrealistic evaluations of the meancurrent shear stress at the bottom because the 2DH model empirically determinesthe bottom current shear stress from depth-averaged current velocity while the near-bottom current velocity may differ significantly from depth-averaged current velocity.In order to account for the vertical variation of the mean current velocity, thequasi-three dimensional (Q-3D) nearshore mean current models have been developed(De Vrind and Stive, 1987; Sanchez-Arcilla et al., 1990, 1992; Van Dongeren et al.,1994; Kuroiwa et al., 1998). All these models except Kuroiwa et al. (1998), whodirectly solved 3D Reynolds equations, are based on the depth and time-averaged2DH momentum equations and the 1DV Reynolds equation is applied to determinethe vertical profiles of the mean current velocity. To reduce the computational cost,all models assume certain explicit formulae to represent the velocity profiles. Pu-trevu and Svendsen (1992) and Svendsen and Putrevu (1994) suggested that thecurrent-current and current-wave interactions play a significant role in characteriz-ing the lateral mixing of nearshore mean current momentum. With the exceptionof Van Dongeren et al.’s (1994) model (SHORECIRC), however, most Q-3D modelsneglect these interactions and instead introduce empirical lateral dispersion termsfirst introduced by Bowen (1969) to explain lateral mixing. SHORECIRC (Van Don-102



geren et al., 1994) accounted for the current-current and wave-current interactionsin its 2DH depth-integrated momentum equations and applicability of the model hasbeen tested by its developers (e.g. Svendsen et al., 1997; Van Dongren et al., 2003;Svendsen et al., 2003). In order to simplify the 2DH depth-integrated momentumequations, similar to the other models, SHORECIRC adopts quadratic velocity pro-files, in which the vertical variations of the shear stress due to current-current andwave-current interactions are neglected. Although the vertical variations of the meancurrent velocity are determined, the model applies an empirical friction model basedon depth-averaged mean current velocity to determine the bottom shear stress, whichis critical in evaluation of the magnitude of the mean current velocity.A number of numerical non-linear wave models such as Boussinesq-type modelshave been extended to the predictions of broken waves and wave-induced near-shoremean currents. Since the momentum equations in the Boussinesq-type models containboth wave and mean current velocity components, these models implicitly accountfor the current-curent and wave-current interactions, whose importance was discussedin the previous paragraph. Most Boussinesq-type models, however, are based onpotential flow assumptions and additional modeling is called for to evaluate the effectsof turbulent fluctuations, which determine vertical profiles of near-shore mean shearcurrents. Turbulent fluctuations dominant around the surf zone are also essentialto characterize the concentration distribution of suspended sediments. Watanabeand Elnaggar (2000) combined the fully non-linear Boussinesq equations and 1DVReynolds momentum equations and developed a numerical scheme, which accountsfor time-varying shear flows. In their model, vertical distributions of the turbulentintensity induced by wave breaking are determined by use of the k-ǫ equations. Themodel requires additional numerical iterations to solve the 1DV Reynolds and k-ǫ equations at every time step for which the Boussinesq equations are numericallysolved.Introducing the volume of fluid (VOF) method, originally developed by Hirt andNichols (1981), further complex numerical models, which directly solve Reynoldsequations for free-surface water flow, have been developed (e.g., RIPPLE, Kothe103



et al., 1991; and CADMAS-SURF, Coastal Development Institute of Japan, 2001).Since the VOF method enables the model to treat arbitrary free surface conditions,numerical schemes in conjunction with the VOF method have been applied to morecomplicated problems, such as breaking waves with over-hanging surface profiles,swash zone hydrodynamics, and waves attacking breakwaters with complex shape,such as caissons with perforated-walls (e.g., Lin and Liu, 1998; Puleo et al., 2002;Takahashi et al., 2002). Lin and Liu (1998) modified RIPPLE, developed by Kotheet al., (1991), and introduced k-ǫ equations to solve for turbulent kinetic energy, k,and turbulence dissipation rate, ǫ, mainly caused by broken waves energy dissipa-tion. Lin and Liu (1998) applied the model to the two-dimensional experiment forperiodic waves normally incident on a plane beach and showed good agreements ofpredicted and measured free-surface elevations, velocity fields, and turbulent kineticenergy at arbitrary elevations. However, the massive computational load required bythese complex models, may limit these models’ utility for practical applications. Forexample, a practical model for predictions of beach topography changes must be effi-cient and flexible so that it can accommodate iterative computations for time-varyingand hence arbitrary beach profiles.In this study, therefore, we develop a 2DH-based Q-3D nearshore mean currentmodel, which can be accommodated to the practical applications. We first summa-rize the external momentum forcing and volume fluxes obtained from our wave andsurface roller models. These characteristics are introduced in the depth-integrated2DH mean momentum equations to solve near-shore mean shear currents. Similarto Sanchez-Arcilla et al.’s (1990, 1992) approach, the water column is separated atthe wave trough level and 2DH momentum equations are solved in two layers, oneover the entire depth and the other above the trough level. Similar to Svendsen andPutrevu (1994), we account for the current-current and wave-current interaction ef-fects in the 2DH momentum equations integrated over the entire depth. The presentmodel, however, differs from Svendsen and Putrevu’s (1994) model in that these in-teraction effects are also accounted for in the upper-layer 2DH momentum equationsintegrated above the trough level. A modified version of the wave-current bottom104



boundary layer model presented by Madsen (1994) is then introduced to specify bot-tom boundary conditions for the near-shore mean current model. Simple expressionsfor the vertical distributions of the turbulent eddy viscosity allow us to obtain ana-lytical solutions for vertical profiles of mean shear currents thereby enhancing modelefficiency. The proposed turbulent eddy viscosity model may also be applied to evalu-ate the vertical concentration profiles of suspended sediments. Since the model dealswith time-averaged variables and depth-integrated momentum equations, the entiremodel retains the computational efficiency and flexibility for practical applications.The waves may be periodic or random, the beach profile may be plane or barred, andthe arbitrary bottom roughness must be specified. Finally, validity of the model isexamined through comparison with a number of experimental results, which were notused for model calibrations.4.2 Wave ModelWe apply the wave model developed in Chapter 2. The present wave model first deter-mines the equivalent linear wave characteristics through an energy balance equationfrom linear wave theory, ∇ (ECg1n) = −Db= −Kbh Cg (E − Er) (4.1)as introduced in Section 2.3, (2.21). Db is a dissipation rate of the broken wave energy,which will be applied to the turbulent eddy viscosity model. The proportionalityconstant for broken wave energy dissipation, Kb, is determined in (2.24) asKb = −52 γ2sγ2s − γ2r ∂h∂x = 52 γ2s tanβγ2s − γ2r (4.2)with γs = γr +A tan β = 0.3 + 4 tanβ (4.3)105



from (2.25). Non-linear wave characteristics, such as near-bottom wave orbital ve-locity profiles, are then restored from the equivalent linear wave characteristics. The“height” of the non-linear near-bottom wave orbital velocity is applied in a combinedwave-current bottom boundary layer model (Madsen, 1994) to predict bottom bound-ary conditions. For random waves, however, we use rms near-bottom velocity heightbased on linear theory to evaluate the bottom boundary conditions since Madsen’s(1994) model for random waves are based on spectral, i.e. linear wave theory. Ex-cellent predictive skills of the model for the rms near-bottom wave orbital velocityheight were shown in Figure 2-20. It should be pointed out that the present brokenwave model was developed so that the predicted wave energy inside the surf zoneis consistent with that of observed non-linear waves, while most existing models arecalibrated in terms of measured broken wave heights. Since observed, i.e. non-linear,wave heights are usually larger than the equivalent linear wave heights, wave energyand energy flux may be over-predicted if one were to use observed non-linear waveheights in expressions based on linear wave theory. The over-prediction of wave en-ergy and energy flux results in over-estimation of wave momentum forces, which maysignificantly affect predictions of wave-induced near-shore mean currents and waveset-up.4.2.1 Volume Flux and Momentum ForcingsWave volume flux and momentum forcings are defined based on the equivalent linearwave characteristics obtained from the present wave model. Components of the wavevolume flux above the trough level, (qwx, qwy) are determined from linear theory by(qwx, qwy) = ∫ h+ηh−H/2 (ũ, ṽ) dz = EρC (cos θ, sin θ) (4.4)where ũ and ṽ are wave orbital velocity components in x and y-directions, respectively.According to Tajima (2001), cross-shore volume flux due to waves, qwx, obtained inthis manner agrees reasonably well with numerical predictions by the Stream FunctionTheory, i.e. non-linear wave theory, except very near the breaking point where H/h106



is very large.Wave radiation stress tensors, Sxx and Sxy, are also expressed in terms of the waveenergy, e.g. (Mei, 1989), Sxx = ∫ h+η0 p+ ρũ2dz − ρg2 h2= E [CgC (1 + cos2 θ)− 12] (4.5)Sxy = ∫ h+η0 ρũṽdz= E2 CgC sin 2θ (4.6)Note that all these integrated wave characteristics are expressed in terms of waveenergy. Since the broken wave model was developed so that the predicted wave energyflux inside the surf zone agrees with that of observed non-linear waves, predicted waveforcings and volume fluxes, all of which are expressed in terms of wave energy, maybe considered to be consistent with actual non-linear waves.4.2.2 Model Extension to Random WavesSince the model is governed by a simple energy conservation equation based on linearwave theory, the model is readily extended to random wave conditions. Local meanwave energy, E = ρgH2rms/8 is determined from energy balance equation for randomwaves, (2.27), and both volume fluxes and the momentum forcings are determinedfrom (4.4), (4.5) and (4.6) by replacing H by Hrms for a random sea.4.3 Surface Roller ModelIn order to explain the increase of return flow velocity observed in the surf zone,relative to the value suggested by balancing the purely wave-associated volume fluxgiven by (4.4), we developed a model for prediction of surface roller evolution in thesurf zone in Chapter 3. The surface roller model is based on the energy balanceequation that is consistent with the proposed broken wave energy dissipation model.107



Validity of the model was indirectly examined by comparing predicted and measuredvolume fluxes as well as wave set-up, which is also affected by momentum forcingsof the surface roller. It should be stressed that the surface roller model, just as thewave model, is based on simple energy balance equations that allow us to keep themodel flexible and computationally efficient.4.3.1 Volume Fluxes and Momentum ForcingsUnder the assumption that the surface roller moves with the wave phase velocity, C,average surface roller energy per unit area, Esr, is expressed asEsr = 12ρSsrC2L = ρSsrC2T (4.7)with Ssr denoting the area of the surface roller. Evolution of the surface roller energyis determined from energy balance equation (3.12),12∇ (ECg1n) +∇ (EsrC1n) = −Ksrh EsrC (4.8)As discussed in Section 3.1.3, the present model differs from the Dally and Brown(1995) model in that we assume only the loss of potential energy, which is a half ofthe total wave energy loss in linear theory, is transferred from the broken waves to thesurface roller. The proportionality constant, Ksr, is taken to be equal to Kb and, incontrast to Dally and Brown’s (1995) model, Ksr is a function of the effective beachslope, β. Figure 3-2 demonstrated the improved predictive skills of the present modelfor evaluations of the slope-dependent return flow volume fluxes.Based on the mean surface roller energy defined in (4.7), mean volume fluxes ofthe surface roller in x and y-directions, qsrx and qsry, are expressed as(qsrx, qsry) = SsrT (cos θ, sin θ) = 2EsrρC (cos θ, sin θ) (4.9)Similarly, average momentum fluxes due to the surface roller, Rxx and Rxy are ex-108



pressed as Rxx = ρSsrC2 cos2 θL = 2Esr cos2 θ (4.10)Rxy = ρSsrC2 cos θ sin θL = Esr sin 2θ (4.11)Under the long, straight beach assumption, in which total volume flux in the cross-shore direction is zero from mass conservation, the depth-averaged return flow veloc-ity, Ū , is determined by Ū = −qwx + qsrxh = −E + 2EsrρCh cos θ (4.12)and wave set-up due to broken waves and surface rollers is given byρgh∂η̄∂x = − ∂∂x (Sxx +Rxx)− τcbx (4.13)where the wave radiation stress, Sxx, is defined by (4.5) and τcbx is a mean bottomcurrent shear stress. In general τcbx, which is determined later in the developmentof the near-shore mean current model, is of negligible importance in the mean forcebalance expressed by (4.13). Combining the energy balance equation (3.12) with thebroken wave energy dissipation model for random waves, (2.27), the surface rollermodel is also readily extended to random waves. Mean surface roller energy deter-mined in this manner is then applied to evaluate momentum and volume fluxes foruse in the near-shore mean shear current model.4.4 Near-Shore Mean Current ModelWave and surface roller models are now available for the evaluation of external forcingsin the near-shore mean current model. Figure 4-1 illustrates the present near-shorecurrent model. To obtain the governing equations for the mean flow, we split thewater column at the wave trough level and develop the mean shear current model forthe region below the trough level, where we are within water at all times. In this109
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where νt is a turbulent eddy viscosity, 1U = (U, V ) is the mean current velocity, z isvertical coordinate-axis with z = 0 at the bottom, 1τc = (τcx, τcy) is the mean currentshear stress vector, and htr = h −H/2 is a “trough water depth”, i.e. the elevationof the wave trough level above the bed with h = h0 + η̄ denoting the mean waterdepth. As seen in (4.14), we assume that 1τc varies linearly in the vertical z-direction sothat 1τc may be simply expressed in terms of bottom and trough shear stress vectors,1τcb = (τcbx, τcby) and 1τcs = (τcsx, τcsy), respectively (see Figure 4-1). Note that thevertical linear distribution of the shear stress is true for spatially slowly varying flowsunder the linear long-wave approximation and therefore is a reasonable assumptionin the near-shore field. This linear-approximation of the shear stress and a simpleturbulent eddy viscosity model enable us to obtain analytical expressions for thevertical profiles of the mean shear current. This feature contributes significantly tothe computational efficiency of our model. Determination of the unknown variablesin (4.14), νt, 1τcs and 1τcb is presented in the following sections.4.4.2 Turbulent Eddy Viscosity ModelFigure 4-2 illustrates the feature of the present turbulent eddy viscosity model. For asimple shear current, in which a uniform shear stress is acting at the bottom boundary,a linear turbulent eddy viscosity is often applied in the vicinity of the bottom, i.e.νt = κu∗cz (4.15)where κ = 0.4 is Von-Karman’s constant and u∗c = √|1τcb| /ρ is the shear velocityat the bottom. This eddy viscosity is shown by the thin line in Figure 4-2. Forthe present wave-induced near-shore shear current model, however, this simple lineareddy viscosity may not be sufficient because the current shear stress is assumed tovary in depth and the magnitude of the shear stress near the water surface may bemuch larger than that near the bottom because of broken waves and surface rollers.Besides, we should also expect significant excess turbulent fluctuations due to brokenwaves in the water column within the surf zone. In order to take these additional111



turbulent fluctuations into account, we define the following turbulent eddy viscosityshown as a dotted line in Figure 4-2νt = κu∗sz√ zhtr (4.16)where u∗s is a surface shear velocity. Note that this expression is identical to (4.15)if one replaces the constant shear velocity u∗c by u∗s√z/htr, i.e. corresponding toa linearly increasing mean shear stress. This form of the eddy viscosity model isconsistent with Deigaard et al.’s (1991) numerical solutions for broken waves, inwhich the k-equation was solved directly. We define the surface shear velocity, u∗s,as u∗s = √|1τcs| /ρ+ u2∗B (4.17)where |1τcs| = √τ2csx + τ 2csy is associated with the shear stress acting at the trough leveland u2∗B = M (Db2ρ ) 13 is the characteristic turbulent velocity due to the breaking waveenergy dissipation, Db, originally proposed by Battjes (1975), and here modified by afactor of 1/2 since only the kinetic wave energy dissipation is assumed to take placein the water column. The other 1/2 of dissipated wave energy, i.e. the dissipatedpotential wave energy, is assumed to be transferred into the surface roller as discussedin the context of surface roller modeling in Section 3.1.3. The empirical coefficient,M , is taken as M = κ = 0.4, which is within the range suggested by Battjes (1975).Finally, we define the complete turbulent eddy viscosity model as the maximum of(4.15) or (4.16), νt = max( κu∗cz, κu∗sz√ zhtr )=  κu∗cz (δ ≤ z ≤ zm)κu∗sz√ zhtr (zm ≤ z ≤ htr) (4.18)as illustrated by a heavy line in Figure 4-2. In (4.18) zm = htru2∗c/u2∗s and δ is awave bottom boundary layer thickness, which is determined from Madsen’s (1994)modified wave-current bottom boundary layer model. Extensive studies to investigate112



Trough LevelTrough Level

Figure 4-2: Turbulent Eddy Viscosity Modelthe turbulence inside the surf zone are still ongoing and therefore the modeling of theturbulent eddy viscosity due to broken waves should be one of future modifications forthe present model. For example, Lin and Liu (1998) applied VOF method (Hirt andNichols, 1981) to treat the free-surface fluid boundary conditions for waves inside thesurf zone and numerically solved 3D Reynolds equations and k-ǫ closures to predictsurf zone hydrodynamic characteristics. They compared predicted turbulent eddyviscosity with experimental measurements obtained by Ting and Kirby (1996) andsuggested that the vertical profile of the turbulent eddy viscosity well inside the surfzone may be represented by a parabolic curve (∝ z1/4) and magnitude of the turbulenteddy viscosity may be scaled by a product of water depth and wave celerity, hC.113



4.4.3 Bottom Boundary ConditionTo obtain the complete solutions of (4.14), we need to specify the bottom boundarycondition. Figure 4-3 illustrates the modified wave-current bottom boundary layermodel proposed by Madsen (1994). As seen in Figure 4-3, Madsen’s (1994) modifiedwave-current bottom boundary layer model determines the mean current velocity atthe outer edge of the wave bottom boundary layer, z = δ as1Uδ = (Uδ, Vδ) = 1τcbκρu∗m ln( δz0) (4.19)where z0 = kN/30 with kN denoting the equivalent Nikuradse (1933) sand grainroughness of the bottom and u∗m is the maximum combined wave-current bottomshear velocity, defined by u2∗m = τm/ρ = Cµτwm/ρ (4.20)with Cµ = √1 + 2 |cosφwc| τcbτwm + ( τcbτwm)2 (4.21)τwm = 12ρfcwu2bm (4.22)τcb = √τ 2cbx + τ 2cby (4.23)and φwc denoting the angle between wave and current bottom shear stress as see inFigure 4-3. The boundary layer thickness, δ, is determined fromδ = Aκu∗mω (4.24)with A = exp [2.96 (CµAbm/kN )−0.071 − 1.45] (4.25)It is noted here that A given by (4.25), which was obtained by Madsen and Salles(1998), represents the modification of Madsen’s (1994) combined wave-current bottomboundary layer model, in which A was taken to be constant. In the expression for the114



maximum wave bottom shear stress, (4.22), fcw is the combined wave-current frictionfactor, ubm is the amplitude of the near-bottom wave orbital velocity obtained from thewave model and Abm = ubm/ω is the corresponding bottom excursion amplitude. Forperiodic waves ubm is determined from the predicted non-linear near bottom velocityheight, i.e. ubm = Ub∗/2. For random waves, we apply the rms velocity height of theequivalent linear near-bottom wave velocity to determine ubm, i.e. ubm = Ub,rms/2.Excellent predictive skills of the present wave model for Ub∗ and Ub,rms were seen inFigures 2-18 through 2-22. According to Madsen (1994), exact solutions of fcw canbe approximated by the following explicit formulae as a function of the dimensionlessparameter, X = CµAbm/kN .fcw = max Cµ exp (7.02X−0.078 − 8.82) 0.2 < X < 102Cµ exp (5.61X−0.109 − 7.30) 102 < X (4.26)The major advantage gained from the adoption of Madsen’s (1994) bottom boundarylayer model is that the bottom boundary condition is specified from the bottomroughness, kN , which is a physically relevant quantity, e.g. comparable to the diameterof the bottom sand grains for fixed-bed conditions. The model is further applicableto movable bed conditions, such as rippled or sheet flow beds, by introducing theequivalent bottom roughness from empirically determined relationships for movablebed roughness.4.4.4 Solution for Mean Current ProfilesFinally, complete analytical solutions for our mean current profiles are obtained bysolving (4.14) with νt given by (4.18) and satisfying the bottom boundary conditionsgiven by (4.19). The solution for the vertical profile of the mean current velocity115
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1τcb = ρκ1qb −C11τcsC2 (4.29)with C1 = (zm − δ) (2htr − zm − δ)2htru∗cb+2htr3u∗s (2 − 3√zmhtr +√ z3mh3tr) (4.30)C2 = 1u∗m (htr ln δz0 − δ + z0)+ 1u∗c (htr ln zmδ − (zm − δ)(2− zm + δ2htr ))+2htr3u∗s 3√htrzm − 8 + 6√zmhtr −√ z3mh3tr (4.31)and 1qb = (qbx, qby) = ∫ htr0 1Udz = htr (U0, V0) (4.32)is the mean volume flux vector below the trough level with U0 and V0 representing thedepth-averaged mean current velocity below the trough level in x and y directions,respectively.For numerical application of the model, (4.29) is used to evaluate the bottomshear stress, 1τcb = (τcbx, τcby) as a function of 1τcs and 1qb. Unknown variables, 1τcs and1qb, are determined through the following integrated momentum equations.4.4.5 Integrated Momentum EquationsIntegrated momentum equations above the trough level determine the relationshipfor mean trough shear stress, 1τcs, and mean current velocities above the trough level,1Us. General relationships are derived in Appendix A. Under the long, straight beachcondition, i.e. for ∂/∂y = 0, momentum equations integrated above the trough levelyield cross-shore (x) direction shear stress at trough level, z = htrτcsx = Fshpx + Fsmx + Fswx + Fsrx117



+Fswmx + Fsrmx + Fsuwx (4.33)where Fshpx, Fsmx, Fswx, Fsrx, Fswmx, Fsrmx, and Fsuwx are forces due to hydro-static pressure, mean current components, waves, rollers, wave-current interactions,roller-current interactions, and the vertical mean momentum transfer, respectively.Neglecting atmospheric pressure and wind shear stress contributions, we have from(A.22) Fshpx = −ρga∂η̄∂x (4.34)Fsmx = −ρa∂U2s∂x − ρU 2s ∂η̄∂x (4.35)Fswx = − ∂∂x (E2 )− ρa2 ∂ (û2s − ŵ2s)∂x−ρ2 (û2s − ŵ2s) ∂η̄∂x (4.36)Fsrx = −ρ ∂∂xRxx (4.37)Fswmx = −ρ ∂∂x (2qwxUs) (4.38)Fsrmx = −ρ ∂∂x (qsrxUs) (4.39)Fsuwx = ρutrwtr= ρ(Us∂qsx∂x + ûs ∂qwx∂x )+(U 2s + û2s2 ) ∂ (η̄ − a)∂x (4.40)where a = H/2 is the amplitude of the equivalent linear wave, (ûs, ŵs) is the waveorbital velocity amplitudes at the surface obtained from linear theory, qsx = qwx +qsrx + aUs is the total mean volume flux above the trough level. Similarly we have inthe shore-parallel (y) direction, by use of (A.22) with ∂/∂y = 0,τcsy = Fsmy + Fswy + Fsry+Fswmy + Fsrmy + Fsvwy + Fsvy (4.41)118



where Fsmy = −ρa∂UsVs∂x − ρUsVs ∂η̄∂x (4.42)Fswy = −ρa2 ∂ (ûsv̂s)∂x − ρûsv̂s2 ∂η̄∂x (4.43)Fsry = −ρ ∂∂xRxy (4.44)Fswmy = −ρ ∂∂x (qwxVs + qwyUs) (4.45)Fsry = −ρ ∂∂x (qsrxVs) (4.46)Fsvwy = ρvtrwtr= ρ(Vs ∂qsx∂x + v̂s∂qwx∂x )+(UsVs + ûsv̂s2 ) ∂ (η̄ − a)∂y (4.47)Fsvy = a∂τxy∂x= ρa ∂∂x (νts∂Vs∂x ) (4.48)where the last term, Fsvy, a turbulent viscous force, is expressed through use of(A.38). The mean momentum fluxes due to the surface roller, Rxx and Rxy in (4.37)and (4.44) were determined in (4.10) and (4.11), respectively.Similarly, with reference to Appendix A for details, the integrated momentumequations over the entire depth (A.31), omitting atmospheric effects and taking∂/∂y = 0, result inτcbx = Fbhpx + Fbmx + Fbwx + Fsrx + Fswmx + Fsrmx (4.49)τcby = Fbmy + Fbwy + Fsry + Fswmy + Fsrmy+Fbvy (4.50)with Fbhpx = −ρgh∂η̄∂x (4.51)119



Fbmx = −ρ ∂∂x (aU2s + qbxU0) (4.52)Fbwx = − ∂∂xSxx (4.53)Fbmy = −ρ ∂∂x (aUsVs + qbxV0) (4.54)Fbwy = − ∂∂xSxy (4.55)Fbvy = ∫ h0 ∂τxy∂x dz= ρa ∂∂x (νts∂Vs∂x )+ ρhtr ∂∂x (νt0∂V0∂x ) (4.56)The wave radiation stress tensors, Sxx and Sxy in (4.53) and (4.55) are given by (4.5)and (4.6), respectively.4.5 Model TestPredictive performance of the near-shore current model is examined through com-parisons of predicted and measured mean current velocity. We first examine thepredictive skills for undertow velocity profiles by comparing model predictions withmeasurements for periodic or random waves normally incident on uniform plane orbarred beaches. Predictions of the longshore current velocity profiles are then com-pared with measurements for periodic or random waves obliquely incident on planestraight beaches. Finally, applicability of the present bottom boundary layer model isalso verified by comparing predicted depth-averaged longshore current velocity withexperimental data, in which identical periodic waves are obliquely incident on a long,straight beach with different bottom roughness. Details on the numerical scheme usedin the implementation of the theoretical model for near-shore currents are presentedin Appendix B.4.5.1 Undertow Velocity ProfilesFigure 4-4 shows the predicted wave height, mean water level and vertical profilesof the undertow velocity compared with the measurements reported by Cox and120
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more clearly illustrated in Figure 4-5, which compares the forcing terms of the cross-shore momentum equation for the entire depth, (4.49). Figure 4-5 (a) compares thewave radiation stress forcing, Fbwx (thin full line), the surface roller force, Fsrx (thindashed line), and the hydrostatic pressure forcing due to wave setup, Fbhpx (heavydotted line). A heavy full line in the same figure indicates a sum of these three forcingterms. In these figures, the positive force (in N/m2) acts in the shoreward directionwhile the negative force acts in the seaward direction. We hereafter refer to the forcesdue to waves and rollers as “external forces” because these forces, such as Fbwx andFsrx, are not associated with mean current velocity and are externally obtained fromthe wave and surface roller models developed in Chapters 2 and 3, respectively. Asseen in Figure 4-5 (a), the hydrostatic pressure force, Fbhpx, counteracts the othertwo external forces, Fbwx and Fsrx, and the sum of these three forces becomes verysmall compared to any of the three components. Figure 4-5 (b) shows “mean-current-associated” forcing terms due to the mean current advection, Fbmx (thin full line), theinteraction of waves and mean currents, Fswmx (thin dotted line), and the interactionof surface rollers and mean currents, Fsrmx (thin dashed line). Similar to Figure4-5 (a), the heavy full line is a “net mean-current-associated force”, i.e. the sumof these three mean-current associated forcing terms. The magnitude of these mean-current associated forcing terms, which is at most 2(N/m2), is smaller than the formerexternal forcings, Fbwx, Fsrx, and Fbhpx, some of which are larger than 10(N/m2) nearthe breaking point. Similar to the external forcing and hydrostatic pressure terms,mean-current-associated forces also balance each other and the sum of these threeforces becomes very small compared to either Fbmx, Fswmx, or Fsrmx. Figure 4-5 (c)shows the sum of external forces and the hydrostatic pressure force, the net mean-current-associated force, and the sum of these two, i.e. the total cross-shore forcingthat corresponds to the bottom shear stress, τcbx. Note that the force-scale of thelast figure is much smaller than in the first figures and the magnitude of τcbx is about50 times smaller than the hydrostatic pressure force, Fbhpx. This feature clearlysupports the negligible effect of the bottom shear stress for prediction of wave set-up.Similar negligible effects of the bottom shear stress for prediction of wave setup will122



be illustrated in subsequent comparisons for different experimental cases. Inside thesurf zone, −7 < X (m), the net mean-current-associated force, Fbmx+Fswmx+Fsrmx,(thin full line) acts in the shoreward direction (positive force) and slightly reducesthe seaward bottom shear stress, τcbx (heavy full line). However, the magnitude ofthe net mean-current-associated force is much smaller than the sum of external andhydrostatic pressure forces, Fbwx + Fsrx + Fbpx (thin dashed line) and τcbx becomesnearly equal to Fbwx + Fsrx + Fbpx. This feature supports the negligible effect ofthe advective forces in the cross-shore momentum equations, which is assumed by anumber of existing undertow velocity models, such as those by Svendsen (1984), Stiveand Wind (1986), Okayasu et al. (1990), and Deigaard, et al. (1991).Figure 4-6 compares the forcing terms of the cross-shore momentum equationabove the wave trough level (4.33). Similar to Figure 4-5, Figure 4-6 (a) comparesexternal forcings due to waves, Fswx, surface rollers, Fsrx, and the hydrostatic pressureforce, Fshpx, and (b) shows the mean-current-associated forcing terms, Fsmx, Fswmx,Fsrmx, and Fsuwx. Heavy full lines in these figures denote the sum of the componentsin each figure. Figure 4-6 (c) compares the sum of external and hydrostatic pressureforces, the net mean-current-associated force, and the sum of these two, i.e. the totalshear stress at the trough, τcsx. Outside the surf zone, the wave energy increases aswaves shoal up to the breaking point (X ≃ −7 (m)) and the increasing wave energyyields Fswx acting in the seaward direction, i.e. Fswx < 0 outside the surf zone asseen in Figure 4-6 (a). Fsrx is zero outside the surf zone because no surface rollersare generated. Fshpx acts in the shoreward direction due to the wave set-down but issmaller than |Fswx|. The net mean-current-associated force above the trough also actsin the shoreward direction but the magnitude is relatively small compared to |Fswx|.As a result, seaward acting Fswx predominates the other forces and the total forcing,τcsx, also acts in the seaward direction outside the surf zone (see the heavy line inFigure 4-6 (c)). The seaward-acting τcsx yields a negative gradient of the undertowvelocity as trough level is approached, i.e., the undertow becomes seaward-leaningnear the surface. This feature is clearly observed in the two velocity profiles prior tobreaking (X < −7 (m)) in Figure 4-4. 123
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In the outer surf zone, abrupt decay of the wave energy after the breaking pointcauses a large Fswx and Fbwx acting in the shoreward direction while the growingsurface roller yields the seaward acting Fsrx. Because Fbwx is larger than the seawardacting Fsrx just after the breaking point, as seen in Figure 4-5 (a), the mean waterlevel rises towards the shore (wave set-up) and the resulting hydrostatic pressureforces, Fbhpx and Fshpx, act in the seaward direction to compensate the shorewardforce due to Fbwx. Above the trough level, in contrast to the force balance for theentire depth, the sum of seaward acting Fsrx and Fshpx is larger than the shorewardacting Fswx and the sum of these three forces, Fswx+Fsrx+Fshpx, acts in the seawarddirection. As broken waves propagate further inside the surf zone, the surface rollerinitially grows causing the dissipation of energy from the surface roller to graduallydominate the broken wave potential energy transferred to the surface roller. Thus, theseaward acting Fsrx decreases and eventually starts to act in the shoreward direction.In this transition region, the seaward acting τcsx also decreases and eventually turnsto act in the shoreward direction. This feature is observed in the third undertowvelocity profile in Figure 4-4, in which the undertow velocity is nearly uniform in thez-direction because τcsx is relatively small in this vicinity (X (m) ≃ −6).Well inside the surf zone, both Fswx and Fsrx act in the shoreward direction andyield a relatively strong τcsx acting in the shoreward direction. As seen in the lastthree velocity profiles near the shore line in Figure 4-4, undertow velocity profilesbecome shoreward-leaning near the surface. The model successfully explains thesephysical features and excellent agreement with measurements is obtained inside thesurf zone. Similar to the comparisons in Figure 4-5, the mean-current-associatedforces have little effect on τcsx although it slightly smooths τcsx (see Figure 4-6 (c)).The model tends to over-predict the seaward-leaning undertow profile outside thesurf zone. Since the total volume flux of the return flow is fixed, i.e. governed by thepredetermined shoreward volume flux due to waves, the over-prediction of the sea-ward current velocity near the trough causes under-prediction of the seaward currentvelocity near the bottom. In the first two velocity profiles outside the surf zone, near-bottom mean current velocity even goes shoreward to compensate the over-predicted126



seaward current velocity near the trough. This over-prediction of the seaward-leaningprofiles is mainly because of the prediction of a very low turbulent eddy viscosityoutside the surf zone since, for periodic waves, breaking does not contribute to anyturbulence seaward of the breaking point. Thus, the model assumes zero wave break-ing generated turbulence outside the surf zone although breaking wave turbulentenergy, in reality, may be advected from within the surf zone beyond the breakingpoint by the undertow itself. As seen in Figures 4-5 and 4-6, dramatic changes ofFsmx and Fbmx beyond the wave breaking point indicate that our assumption of thegently varying mean current velocity in the horizontal direction is violated. If themean-current associated forces, such as Fsmx or Fbmx, are comparable to other forces,the assumption of linearly varying shear stress in the vertical direction is also violatedbecause vertically varying mean current velocity profiles do not yield linearly vary-ing advection forces. For random waves, which are more important from a practicalperspective, this over-prediction do not occur because a certain fraction of waves arealways breaking under the model assumption and yield a certain amount of brokenwave turbulence and hence increased eddy viscosity at all locations.Figures 4-7, 4-8, and 4-9 show the same comparisons as those of Figures 4-4, 4-5, and 4-6, respectively, but for the experimental Case 2 reported by Okayasu andKatayama (1992), in which random waves are normally incident on a uniform plane 1on 20 sloping smooth concrete beach (kN is taken according to smooth turbulent flow,i.e. kN = 3.3ν/u∗m). Note that the breaking rms wave height (Hb,rms ≃ 6cm) in thisexperiment is smaller than half of the predicted equivalent linear breaking wave heightin Cox and Kobayashi’s (1996) experiment (Hb ≃ 13cm). Since the magnitude of thewave forcing is roughly proportional to H2, the predicted forcings in this experimentare therefore about four times smaller than those in Cox and Kobayashi’s (1996)experiment. In contrast to the periodic wave case, shown in Figures 4-5 and 4-6,all the momentum forces vary gently in the cross-shore direction and, as discussedpreviously, excellent agreement of the undertow profiles are obtained even outsidethe surf zone. Similar to the periodic wave case, the mean-current-associated forcesshown in Figures 4-8 and 4-9 are smaller than the external forces and have minor127
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the LSTF, uniform longshore currents on a straight beach are achieved by multiplepumps installed at the end of the beach (Hamilton and Ebersole, 2001). Figure 4-11 shows the comparison of predicted and measured wave height, mean water level,vertical profiles of undertow and longshore current, and depth-averaged longshorecurrent velocity for periodic waves obliquely incident on a long, straight plane 1on 30 sloping beach (Test 6A-N). Since the plane beach was made of concrete, weassume a smooth turbulent bottom roughness condition for the model, i.e., the equiv-alent bottom roughness is determined from kN = 3.3ν/u∗m with kinematic viscosity,ν = 10−6(m2/s). Agreement of predicted and measured wave heights, wave set-up,and undertow velocity profiles is equally as good as previous comparisons for normallyincident waves. Similar to the comparisons of undertow velocity profiles for Cox andKobayashi’s (1996) periodic wave experiment, shown in Figure 4-4, the model over-predicts the seaward-leaning velocity profile near the breaking point, X ≃ −11.5 (m).However, inside the surf zone agreement between measured and predicted undertowvelocity profiles is excellent. Predicted vertical profiles of the longshore current agreewell with measurements with a tendency toward under-prediction of longshore cur-rents very close to shore. In the comparison of depth-averaged longshore currentvelocity, V̄ , multiple full circles at the same x locations are the measurements fromdifferent longshore positions, from which one can see the uniformity and possiblemeasurement variability of the measured longshore current velocity. As seen in theFigure, the model successfully captures the well-known observational feature that thecross-shore location of the peak longshore current velocity shifts shoreward from thebreaking point.Figure 4-12 shows the forcing terms in the momentum equation for the entiredepth in the shore-parallel (y) direction, (4.50). Similar to Figure 4-5, Figure 4-12 (a) compares the external forces, (b) shows mean-current-associated forces, and(c) compares the net external forces, the net mean-current-associated forces, andthe sum of these, i.e. the total bottom shear stress in the longshore y-direction,τcby. In these figures, the positive force is acting in the y-direction shown in Figure4-1. As seen in Figure 4-12 (a), both wave radiation stress force, Fbwy, and the132
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surface roller force, Fsry, are maximum and minimum, respectively, at the breakingpoint, X ≃ −12 (m) where they counteract each other. Thus, the net external force,Fbwy + Fsry, becomes virtually zero at the breaking point. Zero-net external force atthe breaking point allows the continuous transition of the net longshore external forcebeyond the breaking point. This feature, i.e. Fbwy+Fsry ≃ 0 at the breaking point, isobtained because the present surface roller model assumes only half of the broken waveenergy dissipation to be transferred to the surface roller, i.e. −∂E/∂x ≃ 2∂Esr/∂xat the breaking point. If the model assumes more than half of the broken waveenergy dissipation to be transferred to the surface roller, i.e. −∂E/∂x < 2∂Esr/∂x,then −Fsry dominates Fbwy and yields a negative net longshore external force at thebreaking point. The negative net external force may result in predicting unrealisticnegative longshore current velocity in the vicinity of the breaking point. As seen inFigure 4-12 (a), the cross-shore location of the peak external force is shifted from thebreaking point toward inside the surf zone. This surface roller effect has been pointedout and introduced in one-dimensional longshore current models (e.g., Kuriyama,1994; Okayasu et al., 1994; Reniers et al., 1995; Osiecki and Dally, 1996; Reniers andBattjes, 1997; and Ruessink et al., 2001).In contrast to the force comparisons in the cross-shore (x) direction, shown inFigures 4-5 and 4-8, the magnitude of mean-current-associated forces, such as Fbmyand Fswmy, are comparable to the longshore external forces because external forces inthe y-direction are not as large as those in x-direction when waves are near-normallyincident on a long, straight beach. In this particular experiment case (Test 6A-N), for example, the angle between incident wave direction and x-axis is relativelysmall (10o) and the maximum wave radiation stress forces at the breaking point inx and y-directions are Fbwx ≃ 23 (N/m2) and Fbwy ≃ 2 (N/m2), respectively. In theshore-parallel (y) direction, therefore, the mean-current associated forces are of equalimportance to longshore external forces. In Figure 4-12 (b) mean-current-associatedforces, Fbmy, Fswmy, and Fsrmy, virtually balance each other and the net mean-current-associated force becomes much smaller than each of the three contributions. However,the magnitude of this net mean-current associated force is still comparable to the net134
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external force (see Figure 4-12 (c)). The net mean-current-associated force increasesthe total longshore force, τcby, outside the surf zone (X (m) < −12) and near the shore-line (X (m) > −7) and it reduces τcby in the outer surf zone (−12 < X (m) < −7).As a result, the peak of τcby is shifted further inside the surf zone compared to thepeak of net external force, Fbwy + Fsry, and the cross-shore profile of τcby becomesgentler than that of Fbwy + Fsry. Although Svendsen and Putrevu (1994) did not ac-count for the surface roller, they also introduced the current-current and wave-currentconvective acceleration terms, Fbmy and Fswmy, and showed these forces smooth outthe cross-shore profiles of the longshore current velocity and shift the peak longshorecurrent velocity toward inside the surf zone. Svendsen and Putrevu (1994) also sug-gested, from their order-of-magnitude analysis, that this convective forcing works asa Bowen-type (Bowen, 1969) empirical lateral mixing but is about ten times largerthan the lateral mixing due to turbulence. The present model shows the same featurein Figure 4-12 (b), in which the force due to the turbulent eddy viscosity, Fbvy, isnegligibly small compared to the other three mean-current-associated forces, Fbmy,Fswmy, and Fsrmy. It should also be pointed out that the current-current interactionterms, ∂ (UV ) /∂x, need to account for the different mean current velocities, i.e. theone near the surface and the other averaged over the trough water depth, htr, other-wise the term ∂ (UV ) /∂x becomes zero under the long, straight beach assumption,where the total volume flux in the cross-shore direction must be zero.SHORECIRC (Van Dongeren et al., 1994) is based on the concepts of Svendsenand Putrevu (1994) and accounts for the current-current and wave-current interac-tions in the integrated momentum equations over the entire depth. Besides the depth-integrated momentum equations, the present model solves the momentum equationsintegrated above the trough level, (4.33) and (4.41), and accounts not only for waveand surface roller effects but also for the mean-current-associated convective effectsto evaluate the shear stress at the trough level, τcsy. Figure 4-13 shows the forc-ing terms in the momentum equation above the trough level in the shore-parallel(y) direction, (4.41), for the same experiment. Similar to Figure 4-12, Figure 4-13(a) compares longshore external forces, (b) shows the mean-current-associated forces,136



and (c) illustrates the net external force, the net mean-current-associated force, andthe sum of these, i.e. the total shear stress at the trough, τcsy. Because the waveforce above the trough, Fswy is smaller than the one for the entire depth, Fbwy, Fsrydominates near the breaking point and yields a negative net external force around theouter surf zone (−12 < X (m) < −11 in Figure 4-13 (a)). Well inside the surf zone,decreasing surface roller energy yields Fsry acting in the same direction as Fswy andincreases the net external force. The mean-current-associated forces also counter acteach other but the net mean-current-associated force is still relatively larger than thenet longshore external force (see Figures 4-13 (b) and (c)). Finally, the net longshoremean-current-associated force significantly decreases τcsy and yields negative τcsy in−8.5 > X (m) and increases τcsy near the shoreline, X (m) > −8.5. The effect of τcsyis seen in the comparisons of vertical profiles of the longshore current velocity shownin Figure 4-11. In the first two vertical profiles of the longshore current velocity fromthe deeper water, the negative τcsy causes the longshore current velocity to be slightly“backward-leaning” as the trough level is approached. In the last three longshore cur-rent velocity profiles closer to the shoreline, the longshore current velocity becomes“forward-leaning” as the trough level is approached because τcsy is positive in thisregion. Similar to Figure 4-12 (b), the lateral mixing force due to turbulence, Fsvy,is negligibly small compared to the other mean-current associated forces.The contributions of the various forcing terms to predictions of the longshore cur-rent velocity are more clearly illustrated in Figure 4-14 which compares predicted andmeasured depth-averaged mean longshore current velocity for this experiment. Fullcircles in the figure are the measurements and longshore current velocity profiles num-bered from 1 to 5 are the predictions by the present model when the following termsare included: (1) only wave forces, Fswy and Fbwy; (2) wave forces, Fswy and Fbwy, andthe lateral mixing due to turbulence, Fbvy and Fsvy; (3) (1) plus surface roller forces,Fsrx and Fsry; (4) (2) plus surface roller forces, Fsrx and Fsry; (5) all terms exceptmean-current associated forcing terms, Fsmy, Fswmy, and Fsrmy, in the momentumequations integrated above the trough, (4.33) and (4.41); and (6) all terms. For allthe cases, Madsen’s (1994) modified wave-current bottom boundary layer model was137
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applied to specify the bottom boundary condition, i.e. 1τcb. (1) corresponds to theLonguett-Higgins’ (1970) original model without any lateral mixing terms and thepredicted longshore current velocity profile (1) is similar to the cross-shore distri-butions of Fbwy. (2) accounts for the lateral mixing due to the turbulence and thepredicted longshore current velocity is smoothed out comparing to (1). However, thepeak of (2) is still near the breaking point and the model over-predicts the longshorecurrent velocity near the breaking point and under-predicts the longshore current ve-locity well inside the surf zone. (3) adds the surface roller effect to (1). Similar to (1),the longshore current velocity profile (3) is similar to Fbwy+Fsry shown in Figure 4-12(a). The surface roller significantly shifts the peak longshore current velocity towardinside the surf zone and, as discussed in the force balance comparisons in Figure 4-12(a), the model predicts virtually zero longshore current velocity at the breaking pointand the predicted longshore current velocity (3) is continuous without introducing thelateral mixing term. Similar to the comparison between (1) and (2), lateral mixingterm smooths (3) and yields (4). However, the model still over-predicts the longshorecurrent velocity in the outer surf zone (−12 < X (m) < −7) and under-estimates nearthe shoreline (X (m) > −7). (5) includes the lateral convective terms for the entiredepth but neglects the mean-current-associated force in the momentum equationsabove the trough, (4.33) and (4.41). In this manner, (5) is similar to SHORECIRC(Van Dongeren, 1994) although (5) also accounts for the surface roller effects andevaluates the bottom shear stress from Madsen’s (1994) model. Comparing (5) and(4), the lateral convective forces spreads the longshore forcing near the breaking pointtoward outside the surf zone and well inside the surf zone and increases the longshorecurrent velocity both outside and well-inside the surf zone. As seen in the figure, thepeak of the longshore current velocity in (5) is shifted in the shoreward direction fromthe peak of (4). Finally, the complete model (6) adds the mean-current-associatedforces in the momentum equations above the trough, (4.33) and (4.41). As discussedpreviously, the mean current associated forces in the longshore direction are rela-tively large compared to the longshore external forces and affects the predictions oflongshore current velocity near the surface, Vs. Comparing (5) and (6) in Figure139



4-14, the mean-current-associated forces above the trough further distributes andsmooths the longshore current velocity by decreasing the longshore current velocityfor −10 < X (m) < −7 and slightly increase it for X (m) > −7 and −11 > X (m).Finally, Table 4.1 summarizes the root-mean-square errors, σ(m), between measuredand predicted depth-averaged longshore current velocities. As seen in the table, σdecreases, i.e. the predictive skill of the model improves as we progress from (1) to(6). In the complete model, σ is about 7cm, which is about 15% of the peak longshorecurrent velocity.Figures 4-15, 4-16 and 4-17 show the same comparisons as Figures 4-11, 4-12, and4-13, respectively, but for random waves obliquely incident on the same LSTF concretebeach (Test 8A-E, reported by Hamilton and Ebersole, 2001). Similar to Figure 4-7,in which random waves are normally incident on a uniform plane beach, predictedundertow velocity profiles agree very well with measurements even outside the surfzone. Superb agreement of predicted and measured longshore current velocity is alsoseen in Figure 4-15. All the forcing terms in Figures 4-16 and 4-17 vary smoothlyfor random waves but show the similar characteristics to those seen in Figures 4-12 and 4-13. For example, both Fsry and mean-current-associated forces decreaseτcby in the deeper water and increase τcby near the shore line. Above the trough,as seen in Figure 4-17 (c), the net mean-current-associated force dominates the netexternal force and is responsible for the decrease in τcsy for −8 > X (m) and theincrease in τcsy for X (m) > −8. Figure 4-18 shows the longshore current velocitycomparisons in a similar manner as Figure 4-14, but for the random wave experiment(Test 8A-E). As seen in Figure 4-18, the near-identical velocity profiles for (1) and(2) or (3) and (4) indicate that the turbulent lateral mixing has a negligibly smalleffect on the prediction of the longshore current velocity because, as first suggestedby Thornton and Guza (1981), the predicted longshore current velocity profile isalready smooth for random waves. Comparing (4) with (3), the surface roller forcedramatically decreases the longshore current velocity for −11 > X (m) and increasesit for X (m) > −11. The surface roller force clearly improves the predictive skills ofthe longshore current velocity shown in (4) although the longshore current velocity140
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in −7 > X(m) is still over-predicted by (4). Comparing (4), (5), and (6), inclusionof lateral convective forces for the entire depth and above the trough improves theprediction of the longshore current velocity and shifts the peak longshore currentvelocity toward the shoreline.Finally, Table 4.2 summarizes the root-mean-square errors between measurementsand predictions from (1) to (6). In the complete model (6), the root-mean-square erroris less than 3cm, which is about 8% of the peak longshore current velocity.Note that both predicted and measured vertical profiles of the longshore currentvelocity are nearly uniform above the bottom boundary layer in both Figures 4-11and 4-15. This observation supports our assumption that variations of the locallongshore current velocity over depth, V ′, are sufficiently small compared with thedepth-averaged current velocity, V0, to express the mean momentum forcing belowthe trough level in terms of depth-averaged currents. It should also be emphasizedthat the quantitative predictions of the longshore current velocity is highly dependenton the balance between the total longshore forcing and the bottom shear stress whilethe depth-averaged undertow velocity is already determined by requiring cross-shoretotal volume flux to be zero under the assumption of a long, straight beach. In thissense, the prediction of the longshore current velocity is more sensitive to the bottomboundary layer model. The excellent prediction of the longshore current velocityobserved in Figures 4-11 and 4-15 therefore supports the applicability of the bottomboundary layer model for both periodic and random waves.4.6 Effect of Bottom RoughnessDevelopment of the nearshore mean current model was completed and tested againstmultiple experimental data. One of the significant improvements of the presentnearshore current model is that the bottom roughness on fixed beds is explicitlyspecified by Nikuradse’s (1933) grain size roughness without any calibration whilemost nearshore current models apply empirical friction coefficients, whose value hasto be calibrated in each experiment. For example, Longuett-Higgins (1970) param-142
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eterized the alongshore bottom stress by τby = ρcf < ∣∣∣1U0 +−→̃u 0∣∣∣ (V0 + ṽ0) > wherecf is a drag coefficient to be calibrated and < > represents the time-averaged of thedepth-averaged velocity. Feddersen et al. (1998) pointed out that this quadratic formfor the bottom stress has been used widely in steady channel flows but has not beenverified directly in the surf zone and suggested the necessity to calibrate the “best-fit”cf to apply this bottom stress model to predictions of the longshore current velocity.In this section, we first apply the present model to Visser’s (1991) experimentsin which periodic waves are obliquely incident on a plane beach with different fixedbed roughness that is explicitly determined from the diameter of the bottom sedi-ment fixed to the bed. Through comparisons of predicted and measured velocity, weexamine our model’s applicability to various “known” bottom roughness on the fixedbed.On natural beaches with movable sand beds, however, the diameter of the sandgrain may no longer represent the equivalent Nikuradse roughness. Once the flowintensity near the bed exceeds the threshold value and initiates sand motion, thesea bed may form ripples or sheet flow conditions and these bottom conditions mayincrease the equivalent bottom roughness above the value of the sand grain diameter.In the second part of this section, we review some existing movable bed roughnessmodels and compare them with measured data. We then introduce these movablebed roughness models into our nearshore current model and apply the model to LSTFmovable bed experiments presented by Wang et al. (2002).4.6.1 Fixed Bed (“Known” Roughness Case)Ability of the model to accurately reproduce the effect of varying bottom roughnessfor fixed beds is examined through comparison with experiments reported by Visser(1991) who performed multiple experiments for identical periodic waves obliquelyincident on a plane straight concrete beach with and without a cover-layer made ofgravel. According to Visser (1991), the roughness of the concrete bed was estimatedas D90 =0.6mm, while in the gravel bed experiment the bottom was covered by 5 to10 mm gravel with D90=8mm. Given the smoothing effect of the cement when sand147



is incorporated in a concrete mix, we expect the equivalent Nikuradse roughness forthe concrete bed to be less than D50 of the sand mix. So, for the concrete bed, kN isexpected to fall in the lower sand diameter range, say around 0.3mm. For the gravelbeach, D50 is estimated from the information available to be 6 to 7 mm. Based onthese considerations we assumed a range of bottom roughness in the application ofthe modified Madsen (1994) bottom boundary layer model, which assumes kN = D50for flat sand bed, and took kN =0.1, 0.3, and 0.5 mm for the concrete bed and kN =5,6, and 7 mm for the gravel bed. For D50=0.1mm, the bed condition became smoothturbulent flow, i.e., locally computed smooth turbulent kN -values were slightly largerthan 0.1mm in this particular experimental case.Figure 4-19 shows the comparison of predicted and measured depth-averaged long-shore current velocity for experimental Cases 4 and 5 (concrete beach) and 7 and 8(gravel-covered beach) presented by Visser (1991). The primary difference of theincident wave conditions between Cases 4 and 7 and Cases 5 and 8 are the waveperiods, i.e. T =1.02s for Cases 4 and 7 and T =1.85s for Cases 5 and 8, respectively.Under the identical incident wave conditions, peak depth-averaged longshore currentvelocity for the gravel bed Cases 7 and 8 are slightly less than half of those for the”smooth” concrete bed Cases 4 and 5. As seen in the figure, our model capturesthis decrease of the longshore current velocity. It is also observed from the figurethat the predicted longshore current velocity decreases about 25 percent when kN ischanged from 0.1 mm to 0.5 mm while the decreases of the longshore current veloc-ity is about 20 percent when kN is changed from 5 mm to 7 mm. This observationsuggests that the prediction of the longshore current velocity is sensitive to the valueof the bottom roughness, kN , if this is varied by an order of magnitude or more. Ourmodel accurately predicts this sensitivity to bottom roughness through its adoptionof the modified Madsen (1994) bottom boundary layer model to evaluate the bottomfriction experienced by the wave-induced mean shear currents.The depth-averaged return current, i.e. the undertow, in the long, straight beachcase (∂/∂y = 0) is constrained by having to balance the shoreward volume fluxabove the trough level, which is dominated by wave and surface roller contributions148
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mental data only for the wave breaking criteria, γb = Hb/hb in (2.20) and the brokenwave dissipation coefficient, Kb in (2.24), Longuet-Higgins’ (1970) model requiresempirical coefficients for lateral dispersion coefficient, N , and the bottom friction co-efficient, Cf in addition to the breaking criteria, γb. The LH model does not containbroken wave dissipation coefficient because Longuet-Higgins (1970) assumes the bro-ken wave height in the surf zone is simply determined by Hb = γbhb without solvingwave energy dissipation. Introducing a parameter, P = πN tanβ/ (γbCf), relativeimportance of the lateral dispersion force to the bottom friction force, the normalizeddepth-averaged longshore current velocity, V̄ ∗ = V̄ /V̄B, is expressed as follows.When P �= 2/5:V̄ ∗ =  B1 (X/XB)P1 +A (X/XB) for 0 ≤ X ≤ XBB2 (X/XB)P2 for XB ≤ X (4.57)and when P = 2/5:V̄ ∗ =  1049 (X/XB)− 57 (X/XB) ln (X/XB) for 0 ≤ X ≤ XB1049 (X/XB)−5/2 for XB ≤ X (4.58)with P1 = −34 +√ 916 + 1P (4.59)P2 = −34 −√ 916 + 1P (4.60)A = (1− 52P)−1 (4.61)B1 = 1P (1− P1) (P1 − P2) (4.62)B2 = 1P (1− P2) (P1 − P2) (4.63)V̄B = 5π16 γbCf√ghb tan β sin θb (4.64)Here X is the sea-ward distance from the shore-line, XB is a width of the surf zone,151



i.e. the distance between shore-line and wave breaking point, and θb is an anglebetween cross-shore direction and wave propagation direction at the breaking point.Although Longuet-Higgins (1970) originally applied a single breaking criteria, γb =0.78, we apply our wave breaking model, whose excellent agreement with measureddata was confirmed in Chapter 2, to specify the breaking point and correspondingwave characteristics at the breaking point, γb and θb. In order to obtain more accuratepredictions for the LH model, we also introduced the mean water shore-line locationpredicted by the present wave and surface roller model. If one were to neglect thewave set-up and apply the still water shore-line, the LH model yields zero longshorecurrent velocity at the still water shore-line and therefore underpredicts the longshorecurrent velocity near the shore-line. Based on these variables provided from thepresent wave model, we calibrated the empirical coefficients, P and Cf , so that theroot-mean-square (rms) error of predicted and measured longshore current velocity isminimized.Similar to Figure 4-19, Figure 4-21 shows the predicted and measured depth-averaged longshore current velocity for Visser’s (1991) experiments, Cases 4 and 7,and Cases 5 and 8, respectively. In Figure 4-21, heavy dashed and heavy full lines arethe predictions by the present model with equivalent bottom roughness, kN = 0.1mmand kN = 5mm, respectively, and thin dashed and thin full lines are predictions by thebest-fit LH model. As seen in Figure 4-21, the best-fit LH model tends to over-predictV̄ outside the surf zone and under-predict the peak longshore current velocity. Table4.3 compares the rms errors both for the LH model and the present model. The Tablealso shows the best-fit coefficients, P and Cf , and the corresponding lateral dispersioncoefficient, N for the LH model. In Table 4.3, the same comparisons are also shownfor the LSTF experimental cases, Test 6A-N and 8A-E, reported by Hamilton andEbersole (2001). For the random wave case, Test 8A-E, we applied either rms orsignificant incident wave heights as if these waves were regular waves to determinethe unique breaking point and the corresponding breaking wave conditions. Thesebreaking wave characteristics are then applied to the LH model because the LH modelis limited to periodic wave conditions. As seen in the Table, rms errors of the present152



model against the measured data are comparable to those for the best-fit LH modelalthough the present model contains no fitting parameters that are derived from theexperimental data. From the Table, the dispersion coefficient, N , falls in an orderof 10−2 as originally suggested by Longuet-Higgins (1970). However, the best-fit N -value is nearly doubled from Case 5 (N = 0.006) to Case 8 (N = 0.011) while the onlydifference between Cases 5 and 8 is the bottom roughness. This feature indicates thedifficulty in developing a methodology for the determination of sn optimum dispersioncoefficient. For Visser’s (1991) experiments, best-fit friction factors, Cf , are consistentwith the bed roughness, i.e. Cf is relatively small for concrete bed (Cf ≃ 0.006 forboth Cases 4 and 5) and large for gravel bed (Cf ≃ 0.015 for both Cases 7 and8). On the similar concrete smooth bed condition, however, Cf -value for Test 6A-N(Cf = 0.0035) becomes much smaller than those for Cases 4 and 5. This feature alsosuggests the uncertainty assocoated with establishment of an empirical definition ofCf . Considering all these facts, it is one of the essential improvements of the presentmodel that the model does not contain any of these empirical coefficients and stillrivals the predictive skills of the best-fit classical LH model.4.6.3 Movable Bed Bottom RoughnessOn natural beaches with movable sand grain beds, the diameter of the sand grain mayno longer represent the equivalent Nikuradse grain roughness. Once the flow intensitynear the bed exceeds the threshold value and initiates sand motion, the sea bed mayform ripples or sheet flow conditions and these bottom bed forms may increase theequivalent bottom roughness.The equivalent bottom roughness on a movable sandy bed, kN , may be decom-posed into three components: kND, grain roughness scaled by a grain size, D multi-plied by a constant with a value ranging 1 ∼ 2.5; kNR, “ripple roughness,” an extraform drag due to ripple geometry; and kNM , a roughness due to the sediment motion(e.g., Smith and McLean, 1977; Grant and Madsen, 1982; and Xu and Wright, 1986).Total equivalent bottom roughness on the movable bed is often expressed as a sum153
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of these components (e.g., Smith and McLean, 1977; Grant and Madsen, 1982).kN = kND + kNR + kNM (4.65)Although there is no physical justifications for simply adding up these componentsto yield the total equivalent bottom roughness, (4.65) seems to be a reasonable rep-resentation because one of these three roughness values usually dominates the othersdepending on bed conditions and (4.65) is therefore equivalent to taking a maximumof these three roughness.Relative importance of these three components is often classified in terms of theShields Parameter based on a sediment diameter:ψ′wm = τ ′wm(s− 1) ρgD = 12f ′cwu2bm(s− 1) ρgD (4.66)where s = ρs/ρ with ρs and ρ, density of the sediment and water, respectively, f ′cw isa skin friction factor (Madsen, 1994) determined from (4.26) by replacing equivalentbottom roughness kN by the bottom sediment diameter, D.No Sediments in MotionIf the maximum skin friction Shields Parameter, ψ′wm, is smaller than the criticalShields parameter, ψcr, no ripples are generated and there is no sediment transport,i.e. kNR = kNM = 0. The critical Shields Parameter, ψcr, is determined from Madsenand Grant’s (1976) modified Shields diagram, in which the critical Shields Parameteris expressed as a function of the sediment-fluid parameter,S∗ = D4ν√(s− 1) gD (4.67)155



with kinematic viscosity, ν ≃ 1.0 × 10−6(m2/s). Explicit approximation formulae ofthis diagram are proposed by Soulsby and Whitehouse (1997) asψcr =  0.085S−2/7∗ S∗ < 1.530.095S−2/3∗ + 0.056(1− exp(−S3/4∗20 )) 1.53 ≤ S∗ (4.68)Rippled BedWhen ψ′wm exceeds ψcr, sand grains are put in motion and form ripples that produceripple roughness, kNR, which dominates in (4.65). Geometrical characteristics of sandripples generated under waves have been studied both in laboratory experiments andfield measurements (e.g., Inman, 1957; Keneddy and Falcon, 1965; Carstens et al.,1969; Mogridge and Kamphuis, 1972; Dingler, 1974; Miller and Komar, 1980; Nielsen,1981; Madsen and Rosengaus, 1988; Sato and Horikawa, 1988; Traykovski et al., 1999;Li et al., 1998; Styles and Glenn, 2002). Based on these observations, a number ofpredictive models for rippled bed geometry have been proposed (e.g., Nielsen, 1981;Grant and Madsen, 1982; Wikramanayake and Madsen, 1991; Mogridge et al., 1994;Wiberg and Harris, 1994; Li et al., 1996; Traykovski et al., 1999; Styles and Glenn,2002). These observations and models indicate that, as ψ′wm increases and exceedsψcr, ripple geometry immediately reaches its “equilibrium” stage where the ripplesteepness, ηr/λ, with ripple height, ηr, and length, λ, becomes a maximum and staysroughly constant independent of ψ′wm. Grant and Madsen (1982) suggested that theripple roughness, kNR, for equilibrium ripples is expressed by kNR = 27.7ηr (ηr/λ)based on experiments with periodic waves. Nielsen (1983) also obtained a similarexpression but a smaller roughness,kNR = 8ηr (ηr/λ) (4.69)for equilibrium ripples under oscillatory flows. Because ηr/λ for equilibrium ripplesis nearly constant, Wikramanayake and Madsen (1991) suggested that kNR may be156



uniquely determined by the ripple height,kNR = 4ηr (4.70)This simple expression was also verified by Rankin and Hires (2000) in their laboratorystudies of oscillatory flow over equilibrium ripples.As ψ′wm further increases, the bed form enters a “breakoff” range where the ripplesteepness, ηr/λ, decreases and eventually all ripples vanish as “sheet” flow conditionsare approached. Grant and Madsen (1982), based on laboratory experiments withperiodic waves, expressed the breakoff limit for ripples in terms of Shields Parameter,ψ′B = 1.8S0.6∗ ψcr (4.71)Here the bed form enters the breakoff range when ψ′wm ≥ ψ′B. Styles and Glenn (2002)suggested a smaller breakoff limit based on random wave measurements collected bothin field and laboratory. In the breakoff range, kNR should also fade out as ripplesare washed out and the bed enters sheet flow conditions. Due to the lack of data,however, solid determination for kNR in the breakoff range is not yet available.In the vicinity of the surf zone, where significant sediment transport is expected,extensive turbulence due to broken waves and wave induced nearshore currents mayaffect geometric characteristics of ripples. Li and Amos (1998) pointed out that mostexisting models are based on pure wave conditions and showed, from field observa-tions, the significant influence of the mean shear current on ripple geometry. Thisfeature is also observed in Appendix C where existing ripple geometry models arecompared with LSTF movable bed experiments. We leave this problem for futuremodifications because we focus on predictions of extensive sediment transport ratesaround the surf zone in the field for which sheet flow conditions are expected.157



Sheet FlowAs ψ′wm further increases, all ripples are washed out and the bed enters sheet flowconditions. The initiation limit of sheet flow conditions have also been characterized interms of the Shields Parameter (e.g. Dingler and Inman, 1976; Smith and McLean,1977; Soulsby, 1997; Li and Amos, 1999). According to Li and Amos (1999), forexample, the critical Shields Parameter for sheet flow, ψ′up, is expressed as a simplefunction of sand grain size ψ′up = 0.172D−0.376 (4.72)with diameter, D, in cm. Note that ψ′up is based on the skin friction Shields Param-eter and ψ′up for random waves is calibrated with the measured maximum ShieldsParameter represented by significant waves, which is about twice the Shields Param-eter obtained from the root-mean-square wave height adopted as the representativewave here, i.e. ψ′wm,s ≃ 2ψ′wm,rms. Gallagher et al. (2003) compared existing modelsand showed that the Li and Amos (1999) model agrees fairly well with field data.For sheet flow conditions, kNR becomes zero as ripples vanish, but a near-bottomsheet flow layer of intensive sediment transport calls for extra roughness due to sed-iment motion, kNM . Because kNM should be related to bedload sediment transport,most models express kNM as a function of the sediment diameter, D, and ShieldsParameters, ψ′wm and ψcr, determined by (4.66) and (4.68), respectively (e.g., Smithand McLean, 1977; Grant and Madsen, 1982; Nielsen, 1983; and Madsen et al., 1993,Xu and Wright, 1995). Based on the field measurements obtained off the coast ofDuck, NC, USA, Madsen et al. (1993) suggested kN = 15D. Since these field datayielded ψ′wm ≃ 1 and because it is physically reasonable to assume that the movablebed roughness for sheet flow conditions depends on the flow intensity over the bed,which in turn is related to ψ′wm, Madsen (Coastal Engineering Manual, 2001) suggestskN for sheet flow to be kN = 15ψ′wmD (4.73)Xu and Wright (1995) applied existing roughness models to predict vertical profilesof the horizontal mean current velocity based on Madsen and Wikramanayake’s (1991)158



wave-current bottom boundary layer model and compared them with the same fieldobservations presented by Madsen et al. (1993). From these comparisons, Xu andWright pointed out Smith and McLean (1977), Grant and Madsen (1982), and Nielsen(1981) models over-predict kN and proposedkN = D + 5D (ψ′wm − ψcr) (4.74)In contrast to the above models that are based on a skin friction shear stress, withroughness of a grain diameter, D, Wilson (1989) showed that kN is correlated fairlywell with Shields Parameter based on the total shear stress, ψ, and proposed,kN = 5Dψ (4.75)From the experimental results for high-stress steady flow over a sheet flow bed (Wil-son, 1965, 1966), Wilson (1987) also showed that the well-known Meyer-Peter-Muller(1948) bedload sediment transport formula agrees well with experimental data if theShields Parameter, ψ, based on the total shear stress, i.e. based on the sheet flowmovable bed roughness, is used instead of a skin friction Shields Parameter, ψ′. Thisobservation supports the use of the Shields Parameter based on total bottom shearstress for determination of kNM , because kNM should be strongly related to the bed-load sediment transport.Herrmann (2004) expressed the equivalent bottom roughness as a function of theShields Parameter, ψ, critical shear stress, ψcr, and sediment diameter, D. Froma number of experimental data sets for steady flow over a sheet flow bed (Brooks,1954; Einstein and Chien, 1955; Barton and Lin, 1955; Nomicos, 1956; Lyn, 1986)Herrmann obtained kN = kND + kNM= 2D + 4.5D (ψ − ψcr) (4.76)Here, kND = 2D may be interpreted as the roughness of an immobile bed (ψ′ < ψcr),159



and kNM = 4.5D (ψ − ψcr) yields a movable bed roughness value close to Wilson’s(1989) model, (4.75). According to Herrmann (2004), the root-mean-square relativeerror of (4.76) from the measured optimum roughness was around 0.35.In order to extend Herrmann’s (2004) model to the wave-current combined flow,we assume that the local Shields Parameter, ψ, is represented by the maximum ShieldsParameter, ψm, kN = 2D + 4.5D (ψm − ψcr) (4.77)Since the Shields Parameter is roughly proportional to u2bm, ψm for random wavesshould be represented by root-mean-square wave characteristics.In order to examine the validity of these equivalent bottom roughness models,we compare (4.73), (4.74), (4.75), and (4.77) with field measurements presented byMadsen et al. (1993) [Table 4.4]. In Table 4.4, current shear velocity, u∗c, and theapparent bottom roughness, kNa = 30z0a, were determined so that the logarithmicmean current velocity profile, uc (z) = u∗cκ ln zz0a (4.78)best fits the mean current velocities measured at various elevations. From the mea-sured data summarized in Table 4.5, Madsen et al. (1993) adopted Grant and Madsen(1986) wave-current bottom boundary layer model and evaluated the equivalent bot-tom roughness, kN , by requiring the predicted mean current velocity at the outer edgeof the wave-current bottom boundary layer, z = δ, to be equal to the measured meancurrent (4.78). In this study we followed the same procedure as Madsen et al. (1993)and re-evaluated kN by applying the Madsen’s (1994) modified wave-current bot-tom boundary layer model. Table 4.5 summarizes the “measured” equivalent bottomroughness obtained in this manner and the predicted kN obtained from (4.73), (4.74),(4.75), and (4.77). In Table 4.5, the equivalent bottom roughness is normalized by thesediment diameter, kN/D, and the mean relative errors, µ, and variances, σ, are basedon ln kN because the predictions of the nearshore mean current depends on ln kN , asseen in (4.78), rather than on kN . The relative error of the predicted equivalent bot-160
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Table 4.3: Root-mean-square errors of the present model and the best-fit LH model,and best-fit empirical coefficients for the LH model for experiments (Cases 4, 7, 5,and 8) presented by Visser (1991) and LSTF experiments (Tests 6A-N and 8A-E)reported by Hamilton and Ebersole (2001). Predictions for the present model arebased on kN = 0.1mm (Cases 4 and 5) and kN = 5mm (Cases 7 and 8). For therandom wave case (Test 8A-E), breaking characteristics of the equivalent periodicwave, applied to the LH model, are determined from: (A) rms; and (B) significantincident wave heights, respectively.
LH Present P C f N γb /C f

Case 4 3.2 3.9 0.28 0.0061 0.008 120.2

Case 7 1.8 2.5 0.15 0.0144 0.010 51.2

Case 5 3.5 3.6 0.26 0.0056 0.006 123.9

Case 8 1.5 1.4 0.16 0.0160 0.011 43.0

6A-N 6.5 7.4 0.65 0.40 0.0035 0.009 184.1

8A-E (A) 3.1 0.67 0.18 0.0048 0.006 140.9

8A-E (B) 3.9 0.69 0.40 0.0058 0.015 118.3
3.0

rms error (cm/s)
Cases

best fit parameters (LH)
γb

0.74

0.69

Table 4.4: Apparent roughness, kNa, obtained from field data (Madsen, et al., 1993)No. ubm(cm/s) T (s) φwc(o) u∗c(cm/s) kNa(cm)1 73.4 10.1 88 2.44 28.142 78.8 11.1 69 2.37 2.193 82.9 11.1 81 2.71 4.534 90.9 11.8 86 3.35 20.675 96.2 11.8 79 3.14 8.85162



4.6.4 Model Application to LSTF Movable Bed ExperimentsTo examine the model’s applicability for movable bed conditions, we apply the presentmodel to LSTF movable bed experiments (Wang et al., 2002). As summarized inTable 1.1, Test 1 introduced shorter waves and had spilling breakers while Test 3had longer incident waves and plunging breakers. The median sieve diameter of thebed sediments is 0.15mm that corresponds to the nominal median diameter, Dn50 ≃0.167mm. From the depth data, which were recorded along cross-shore transects atintervals of 5mm, both Test 1 and Test 3 had ripples on the bed whose heights rangedfrom zero up to 1cm.Appendix C shows the observed ripple geometry in Test 1 and Test 3 and comparesobservations with some of the existing predictive models for ripple geometry. Accord-ing to personal communications (Mr. Ernest Smith of ERDC, USACE, Vicksburg,MS), directions of these ripples were randomly distributed and ripple crests wererounded off and short in length. The local skin friction wave Shields Parameters,ψ′wm,s = 2ψ′wm,rms, obtained from the predicted near-bottom wave orbital velocitywere greater than the Grant and Madsen (1982) breakoff limit, ψ′B (≃ 0.35, deter-mined by (4.71) with Dn50 = 0.167mm), at all the cross-shore locations. Especiallyin Test 3, predicted ψ′wm,s were even larger than the sheet flow limit, ψ′up (≃ 0.84,determined by Li and Amos (1996), (4.72), with Dn50 = 0.167mm), around the barcrest where measured ripple heights were nearly zero. Note that excellent predictiveskills for near-bottom wave orbital velocity heights, which were already confirmed inChapter 2, supports the validity of the above analysis. According to Nielsen (1981)and Wikramanayake and Madsen (1991), the random waves tend to generate rippleswith smaller steepness and rounder crests compared with those generated by periodicwaves. Moreover, the extensive turbulence due to breaking waves could also causea reduction of the ripple heights and steepness. Based on these discussions, the rip-ple roughness, kNR, should be much smaller than those introduced in (4.69) or (4.70)because both of these were originally obtained from laboratory experiments with equi-librium ripples. From the observational fact that actual ripple crests in the LSTF163



experiments, Test 1 and Test 3, were rounded off and short, the ripple roughness maybe reasonably assumed to have been negligibly small in these experiments.Figure 4-23 (a) compares the cross-shore distributions of observed depth-averagedlongshore current velocities in Test 1 with predicted longshore currents when the localequivalent roughness is represented by (i) the present sheet flow roughness model,(4.77); (ii) the sheet flow roughness by Madsen (Chapter 6 in Coastal EngineeringManual, 2001), (4.73); and (iii) the roughness scaled by a local ripple height, kN = ηr,Figure 4-23 (b) shows the cross-shore distributions of measured individual rippleheights (full circles) and spatially averaged ripple heights (dashed line), which weredirectly applied to compute the longshore current velocity with kN = ηr. Comparisonof (4.77) and (4.73) is shown in Figure 4-23 (c) and by comparison with (b) it is seenthat the sheet flow movable bed roughness kN is less than kNR = ηr by more than anorder of magnitude.Figures 4-24 (a) — (d) show the same comparisons as Figure 4-23 but for theexperimental case, Test 3. Tables 4.6 and 4.7 show the mean errors (µ) of predictedV̄ (cm/s) at each cross-shore location for Test 1 and 3, respectively. Since multiplemeasured longshore current velocities are available at the same cross-shore locationfrom the different alongshore (y) locations, the mean error at each cross-shore locationis determined as an average of the difference between measurements and predictions,µ = 〈x〉 with x = V̄pred.− V̄meas.and Tables 4.6 and 4.7 show the standard deviation ofmeasured longshore current velocity to see the potential variance of the measurements.As seen in both Figures and Tables, the model over-predicts the longshore currentvelocity when sheet flow roughness, (4.77) or (4.73) is applied, i.e. when the rippleroughness is neglected. However, the model under-predicts the longshore currentvelocity if kN = kNR = ηr is applied. We can deduce from this observation that theoptimum roughness to yield the best-fit longshore current velocity predictions shouldbe larger than the roughness corresponding to the pure sheet flow conditions butsmaller than the roughness scaled by the ripple heights. In Test 3, as seen in Table4.7, kN = ηr appears to yield the minimum mean error for predictions of the longshorecurrent velocity. As seen in Figure 4-24, however, the model with kN = ηr under-164
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predicts the longshore current velocity inside the surf zone where we the relativelylarge sediment transports are expected. Considering the significant uncertainty in thesheet flow roughness, observed in the Figure 4-22, the present nearshore current modelpredicts reasonably accurate longshore current velocities when based on Herrmann’s(2004) sheet flow roughness model, (4.77).Finally, Figures 4-25 and 4-26 show the comparisons of measured and predictedwave heights, setup, vertical profiles of cross-shore and longshore current velocities forTest 1 and Test 3, respectively, when Herrmann’s (2004) sheet flow bottom roughness,(4.77), was used to specify the movable bed roughness. Although the model slightlyover-predicts the longshore current velocity, as discussed in the previous comparisons,the predicted vertical profiles of the cross-shore and longshore current velocity agreereasonably well with measured velocity profiles.4.7 Summary and ConclusionsThe near-shore mean current fields are determined from 2DH momentum equationsintegrated above the trough level and over the entire depth, respectively. Verticalprofiles of the mean shear currents are analytically determined from a simple turbulenteddy viscosity model and a linearly varying mean shear stress obtained from thetrough-level and the bottom shear stresses. Closed form solutions for the mean currentvelocity profiles are obtained and integrated to yield explicit expressions for forcingsneeded in the integrated momentum equations. This feature dramatically reduces thecomputational load for numerical applications of the model. The present near-shorecurrent model is also applicable to random waves by using external forcings andvolume fluxes for waves and surface rollers determined from our wave and surfaceroller models for random wave applications. Although we here limited the modelapplication to the long, straight beach conditions, the model concepts can be extendedto arbitrary beach profiles including along-shore variability.In the cross-shore (x) direction, the forces, due to the hydrostatic pressure, waveradiation stress, and the surface roller, dominate the other forces such as bottom166



Table 4.5: Equivalent roughness, kN/D, obtained from field data (Madsen et al.,1993) kN/DNo. ψ′wm,rms Meas. (4.77) (4.75) (4.74) 4.731 0.70 50.16 7.18 6.77 4.12 10.502 0.78 2.25 8.54 8.56 4.51 11.663 0.85 6.96 9.00 9.18 4.88 12.764 0.99 44.97 10.49 11.15 5.57 14.835 1.09 13.20 11.80 12.90 6.09 16.41µ -0.182 -0.178 -0.635 -0.018σ 0.593 0.605 1.004 0.474
Table 4.6: Mean errors of predicted and standard deviations of measured longshorecurrent velocity (Test 1: spilling breaker). Predictions are (1) Herrmann (2004), (2)Madsen (2001), and (3)kN = ηr

meas.
(1) (2) (3) σ(cm/s)

-4.13 3.97 4.19 -5.95 1.85
-5.73 3.82 3.67 -3.83 1.40
-7.13 4.13 3.85 -2.32 0.97
-8.73 4.00 3.71 -0.35 0.80
-10.13 1.08 0.84 -1.67 1.19
-11.53 -1.80 -1.97 -4.31 1.30
-13.13 -3.57 -3.69 -5.33 0.75
-14.63 -0.65 -0.66 -1.81 0.74
-16.13 2.65 2.74 1.95 1.16

Average 1.52 1.41 -2.62 1.13

X(m)
µ(cm/s)
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Table 4.7: Mean errors of predicted and standard deviations of measured longshorecurrent velocity (Test 3: plunging breaker). Predictions are (1) Herrmann (2004), (2)Madsen (2001), and (3)kN = ηr
meas.

(1) (2) (3) σ(cm/s)
-4.13 1.70 2.10 -5.59 1.71
-5.73 2.88 2.93 -6.22 1.93
-7.13 4.74 4.46 -4.41 1.24
-8.73 5.12 4.70 -3.20 0.96
-10.13 4.47 4.05 -2.66 1.32
-11.53 3.96 3.58 -2.04 1.69
-13.13 3.35 2.89 -1.48 1.17
-14.63 4.58 4.09 1.00 1.37
-16.13 5.45 5.15 3.46 3.67

Average 4.03 3.77 -2.35 1.67

X(m)
µ(cm/s)

friction shear stress and mean-current-associated convective acceleration forces. Rea-sonable predictions of the wave set-up and set-down are therefore obtained from theforce balance equations without bottom shear stress.In the shore-parallel (y) direction, in contrast, mean-current-associated convec-tive acceleration forces were comparable to the wave and the surface roller forces. Inthe depth-integrated momentum equations, similar to Svendsen and Putrevu’s (1994)model, the mean-current-associated forces, such as the current-current, wave-currentand surface roller-current interactions, had significant effects to disperse the longshorecurrent velocity and, coupled with the surface roller model, to shift the peak of thelongshore current velocity toward the shoreline. These mean-current-associated forcesdominate the lateral mixing due to turbulence and allow us to avoid an empirical lat-eral mixing to obtain smoothly varying near-shore current fields. The present modelalso accounted for the mean-current associated forces in the momentum equationsabove the trough level and the trough shear stress obtained in this manner shiftedthe peak of the longshore current velocity further inside the surf zone and improvedthe predictive skills of the longshore current velocity profiles on the plane beach.The modified Madsen (1994) wave-current bottom boundary layer model wasadopted to specify the bottom boundary conditions for the near-shore current model.171



The application of Madsen’s (1994) bottom boundary layer model reduces the specifi-cation necessary to evaluate the bottom shear stress term in the momentum equationsto a specification of the bottom roughness. This bottom roughness may be known,e.g. in laboratory experiments with fixed-bed roughness, or it may be estimated formovable bed conditions, such as rippled or sheet flow beds, by introducing the equiv-alent bottom roughness through empirically determined relationships as functions ofbottom sediment and flow characteristics. Some of these equivalent bottom roughnessmodels were reviewed and adopted for computations.Predictive skills of the near-shore current model were examined through compar-isons with experimental data for periodic or random waves normally or obliquelyincident on uniform plane and barred beaches. The validity of the adoption of themodified Madsen (1994) wave-current bottom boundary layer model was confirmedby comparing predicted depth-averaged longshore current velocity with experimentaldata by Visser (1991), in which both smooth concrete and gravel beaches were sub-jected to identical periodic incident wave conditions. The model successfully explainsthe decrease of the longshore current velocity due to the increase in bottom rough-ness. From the model comparison with Visser’s (1991) experiments, we observed thatthe longshore current velocity is sensitive to the value of the bottom roughness, kN , ifthis is varied by an order of magnitude or more. Therefore, we can expect reasonablepredictions of the longshore current velocity if we know the bottom roughness withinan order of magnitude accuracy.The model was also applied to the LSTF experiments with movable sand bed,in which the bed conditions are in a “break-off” range. The model with the sheetflow roughness slightly over-predicted the longshore current velocity while it under-estimated with kN = kNR ≃ ηr, which is about an order of magnitude larger than thesheet flow roughness.It should be stressed that no parameter was fitted against any near-shore meancurrent data. In the entire nearshore hydrodynamics models, the parameters em-pirically fitted against the experimental data were (i) the breaking criteria, (uc/C)b,(ii) proportionality constant for broken wave dissipation, Kb, and (iii) the equivalent172



bottom roughness on the movable bed, kN (Herrmann, 2004). For the fixed bed planebeach condition, predictive skills of the present model are still comparable to those ofthe best-fit classical Longuet-Higgins’ (1970) longshore current model, in which theoptimum empirical coefficients for the lateral dispersion, N , and the bottom friction,Cf , are calibrated. For the movable bed condition, the movable bed roughness wasseparately obtained from steady flow experiments and none of the LSTF experimen-tal data was used to calibrate the movable bed roughness. Considering these facts,quantitative predictive skills of the longshore current model for the movable bed con-dition, whose mean prediction error of the depth-averaged longshore current velocitywas O (10%), are also overall good.
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Chapter 5

Sediment Transport Model5.1 IntroductionNearshore hydrodynamic characteristics are readily obtained from the hydrodynam-ics model presented in Chapter 4. In this chapter, we apply these nearshore hydro-dynamic characteristics to construct a process-based predictive model for the localsediment transport rates on a long, straight beach. The basic idea underlying thesediment transport model is to apply methodologies developed for flow conditionsoutside the surf zone by Madsen (2001) with appropriate modifications dictated bythe new environment. The sediment transport consists of two different modes, (1)Bedload and (2) Suspended Sediment transports. The effect of the surf zone hydro-dynamics, such as wave breaking and surface rollers, are taken into account throughthe increased turbulent diffusivity due to wave breaking and mean trough shear stressin addition to the mean current bottom shear stress.In this Chapter, we first summarize the conceptual bedload and suspended loadsediment transport models (Madsen, 2001) and extend these models to the surf zone.Applicability of the present model is then tested against the LSTF experiments (Wanget al., 2002). It should be emphasized that no empirical coefficient is introduced in thepresent model, except for the resuspension parameter in the reference concentrationmodel. This parameter is obtained from steady flow experiments, i.e. independentlydetermined from the LSTF experiments against which the model’s predictive skills175



are being tested.5.2 Bedload Sediment TransportAccording to Madsen (1991), the conceptual model for the instantaneous bedloadsediment transport rate is expressed as1qSB (t) = q (t) 1τbs (t)|1τbs (t)|= 8(s− 1) ρg max [0, |1τbs (t)| − τcr,β′ ](√|1τbs (t)| /ρ− αβ′√τcr,β′/ρ)cos β′ (tan φm + tan β′) 1τbs (t)|1τbs (t)| (5.1)with tanβ ′ = −∂h0∂x cos θτ (t) = tan β0 cos θτ (t) (5.2)τcr,β′ = τcr cos β′ (1 + tan β′tanφs) (5.3)αβ′ = √tan φm + tan β′tanφs + tanβ′ (5.4)where s = ρs/ρ with ρs and ρ the density of the sediment and the fluid, respectively,τcr,0 is the critical bottom shear stress when β ′ = 0, tanβ0 = −∂h0/∂x is the bottomslope. θτ (t) is the instantaneous direction of the time-varying “sediment transport”shear stress, 1τbs (t), which is defined in the following section. φs ≃ 50o and φm ≃ 30oare the angles of static and moving friction, respectively, as recommended by Madsen(2001) from comparison of (5.1) to experimental findings by King (1991) and Luqueand Beek (1976). Note that β ′, the local bottom slope in the direction of the bottomshear stress, also varies with time because the direction of the bottom shear stress,1τbs (t), is a function of time. As seen in (5.1), the bedload sediment transport ratebecomes zero if the magnitude of the bottom shear stress is smaller than the criticalshear stress, i.e. |1τbs (t)| < τcr,β′. The critical shear stress on a plane bed, τcr,0, is176



determined by τcr,0 = ψcrρ (s− 1) gD with the critical Shields parameter ψcr given by(4.68) in Section 4.6.3.5.2.1 Sediment Transport Roughness and Shear StressThe sediment transport shear stress for bedload sediment transport, 1τbs, is based onan equivalent sediment transport roughness, kNs, and represents the component ofthe total bottom shear stress that induces sediment transport. On a rippled bed, forexample, the shear stress component due to the ripple form drag does not directlyinduce sediment motion and therefore should not be accounted for as a componentof the shear stress for the computation of sediment transport, 1τbs. On a sheet flowbed, as discussed in Section 4.6.3, Wilson (1987) pointed out that the Meyer-Peter-Muller (1948) bedload sediment transport formula agreed well with experimental dataif the total shear stress based on the movable bed roughness was introduced as thesediment transporting force. Madsen’s (1991) conceptual bedload sediment transportmodel yields nearly the same bedload sediment transport characteristics as the Meyer-Peter-Muller formula under the plane no-sloping bed condition. In this sense, 1τbs ona sheet flow bed should be equivalent to the total shear stress and the correspondingroughness, kNs, should be represented by the sheet flow roughness,kNs = kN = [2 + 4.5 (ψms − ψcr)]D (5.5)as introduced in (4.77) (Herrmann, 2004). On a rippled bed, a number of studieshave suggested that the skin friction shear stress should be based on the roughnessscaled by the sediment diameter, e.g. kNs = D (Madsen, 1991 and 2001), whichyields the ordinary suggested skin friction shear stress, τ ′b, based on k′N = D andthe corresponding skin friction wave Shields Parameter, ψ′wm, introduced in (4.66) inSection 4.6.3. In this study, we distinguish ψ′ based on k′N = D and ψs based onkNs because kNs is not always equal to the sediment diameter and we still need toevaluate ψ′wm to determine the movable bed conditions by comparing ψ′wm with thecritical Shields Parameters for sediment motion, ψcr, break-off, ψ′B, and sheet flow,177



ψ′up, introduced in (4.68), (4.71), and (4.72), respectively. We thus refer to 1τbs as thesediment transport shear stress and correspondingly, to kNs as the sediment transportroughness.When the sediment transport roughness, kNs, is smaller than the “total” movablebed roughness, kN , Madsen’s (1994) modified wave-current bottom boundary layermodel requires additional computations to evaluate the sediment transport shearstress from the knowledge of the total shear stress and the ambient flow conditions.Appendix D summarizes the numerical scheme for evaluation of the sediment trans-port shear stress for kN > kNs based on Madsen’s (1994) modified wave-currentbottom boundary layer model, all of which are presented in the Coastal EngineeringManual (2001). On rippled beds, adoption of kNs = D may be reasonable if the flowintensity is relatively small and the sand grains individually roll over the bed. Asthe flow intensity increases and starts to wash out the ripples, however, moving sandgrains on the bed start to form a “sheet flow layer” and the sediment transport rough-ness should increase and eventually reach the sheet flow roughness. In this sense, asmooth transition of the sediment transport roughness is assured for the transitionfrom rippled bed to sheet flow if the sediment transport roughness is determined from(5.5) regardless of whether the bed is rippled or not. In this study, however, we focuson sheet flow conditions, which are predominant in the field near and inside the surfzone, and therefore have kN = kNs.The time-varying sediment transport shear stress, 1τbs (t), is decomposed into waveand mean current sediment transport shear stresses1τbs (t) = (τbsx (t) , τbsy (t)) = (τws (t) cos θ + τcbsx, τws (t) sin θ + τcbsy) (5.6)Following Madsen’s (1994) modified wave-current bottom boundary layer model,which is based on linear wave theory and assumption of time-independent turbu-lent eddy viscosity, νT , the instantaneous wave shear stress, τws (t), is determinedby τws (t) = −ρνT ∂ubw (t)∂z = 12ρfcwsu2bm cos (ωt+ ϕ) (5.7)178



where ubm is the amplitude of the near-bottom wave orbital velocity, fcws is a frictionfactor for the sediment transport shear stress determined from (4.26) with kN = kNs,and ϕ is the phase difference between near-bottom wave orbital velocity, ubm cos (ωt),and the wave-associated bottom shear stress, τws (t). In the near-shore region, how-ever, relatively strong non-linear wave effects are expected and resulting skewness andasymmetry of the near-bottom wave orbital velocity profile may significantly affectthe net sediment transport rate in the wave-propagation direction, i.e. in the shore-normal (x) direction. In this study, we first account for the non-linear wave effectsby τws (t− ϕ/ω) = 12ρfcwsubmubw (t) (5.8)where the non-linear near-bottom wave orbital velocity, ubw (t), is determined by(2.7) introduced in Section 2.1.3. Note that (5.8) is equivalent to (5.7) if ubw (t)has a linear sinusoidal profile. Alternatively, assuming time-varying turbulent eddyviscosity (Trowbridge and Madsen, 1984), the non-linear wave shear stress may beexpressed by τws (t− ϕ/ω) = 12ρfcws |ubw (t)|ubw (t) (5.9)In Section 5.6, we respectively apply (5.7), (5.8), and (5.9) to evaluate the wave-associated shear stress and compare the predicted sediment transport rates with LSTFexperimental data and examine the non-linear wave effects on the sediment transportcharacteristics.The phase difference between ubw and τws may also yield a phase difference be-tween instantaneous suspended sediment concentrations and the wave orbital velocitybecause the near-bottom sediment concentration should be strongly related to thetime-varying bedload sediment transport rate. Thus the phase difference may affectthe mean wave-associated suspended sediment transport in the wave direction andtherefore influence the balance of the total shore-normal sediment transport rate. Inthe shore-parallel (y) direction, however, the wave-associated sediment transport isgenerally negligibly small because of the near-normal incidence of the waves. There-fore, the phase difference as well as wave non-linearity should have little influence179



on the mean longshore sediment transport rate (LSST). This feature will also bediscussed in Section 5.6.5.2.2 Net Bedload Sediment Transport RateSubstituting (5.6) into (5.1) and averaging it over a wave period, the net bedload sedi-ment transport components in the cross-shore (x) and the shore-parallel (y) directionsare q̄SBx = 1T ∫ T0 qSB (t) τbsx (t)|1τbs (t)|dt (5.10)q̄SBy = 1T ∫ T0 qSB (t) τbsy (t)|1τbs (t)|dt (5.11)We numerically evaluate the integrations in (5.10) and (5.11) to obtain the compo-nents of bedload sediment transport rate.5.3 Suspended Sediment TransportThe suspended sediment transport rate, 1qSS , is generally defined by1qSS (t) = ∫ h+ηzr c (z, t) 1u (z, t) dz (5.12)where z is the vertical axis with z = 0 at the bed, zr is the elevation where bedload sed-iment transport rate switches to suspended sediment transport rate, c (z, t) is the ver-tical distribution of suspended sediment concentration, and 1u (z, t) = (u (z, t) , v (z, t))is the horizontal velocity components. Both velocity and concentration are respec-tively decomposed into mean and wave components,c (z, t) = C (z) + cw (z, t) (5.13)1u (z, t) = 1U (z) + 1uw (z, t) (5.14)180



where (C, 1U) denote the mean and (cw, 1uw) are the wave-associated-fluctuationsaround the mean. Substituting (5.13) and (5.14) into (5.12) and time-averaging overa wave period yields the mean suspended sediment transport,−→̄q SS = ∫ hzr C1Udz + ∫ hzr cw1uwdz + ∫ h+ηh cw 1Udz + ∫ h+ηh C1uwdz≃ ∫ hzr C1Udz + ∫ hzr cw1uwdz (5.15)The first term in (5.15) is the contribution due to product of the mean current and themean suspended sediment concentration and therefore referred to as “mean suspendedload.” The second term in (5.15) is the component due to the wave-associated-fluctuating velocity and sediment concentration and is therefore referred to as “meanwave-associated suspended load.” As discussed in Section 5.2.1, the phase differencebetween bottom shear stress and wave orbital velocities must be accounted for if thismean wave-associated suspended load were to be evaluated. The integrations near thesurface, i.e. the third and the forth terms in (5.15), may be assumed negligible becausethe suspended sediment concentrations near the surface is considerably smaller thannear the bed.5.3.1 Further SimplificationsOn a long, straight beach we assume that the incident waves are obliquely propagatingtoward the shore line at a small angle of incidence. In this case, the wave-associatedsediment transport components in the longshore direction may be assumed negligible.The total LSST is therefore simplified byqy ≃ q̄SBy + ∫ hzr CV dz (5.16)Similarly, the effect of non-linear asymmetric and skewed near-bottom velocity pro-files, which appear in (5.7) and may be accounted for in (5.11), are also expectedto be negligible in the evaluation of the longshore sediment transport rate by (5.16).Non-linear wave velocities may significantly affect the sediment transport balance in181



the direction of wave propagation, i.e. in the cross-shore direction. This feature willbe discussed later in the evaluation of the cross-shore sediment transport rate.5.4 Mean Concentration DistributionAssuming that the system is slowly changing in the horizontal direction and neglect-ing the cross-shore diffusive and advective sediment fluxes, the time-averaged massconservation law in the vertical (z) direction requires−wfC = νs∂C∂z (5.17)where νs is the turbulent eddy diffusivity. According to Jimenez and Madsen (2003),the fall velocity of natural sediment, wf , is determined bywf = √(s− 1) gDn0.954 + 5.12/S∗n (5.18)where Dn is a nominal sediment diameter (≃ Ds/0.9 with sieve diameter, Ds) andS∗n is the fluid-sediment parameter based on D = Dn determined from (4.67).5.4.1 Turbulent Eddy Diffusivity.A number of field observations have been performed to indirectly investigate the verti-cal distributions of the turbulent eddy diffusivity by requiring νs to satisfy (5.17) withmeasured vertical distributions of sediment concentrations and sediment fall velocity(e.g. Vincent and Downing, 1994; Sheng and Hay, 1995; Vincent and Osborne, 1995;Lee et al., 2002; and Lee et al., 2003). These studies suggest that the turbulent eddydiffusivity near the bed increases linearly with elevation from the bottom, z. Accord-ing to Lee et al., (2003), the magnitude of the turbulent eddy diffusivity is scaled bythe maximum of wave-current or mean current shear velocities depending on theirrelative intensity. In this study, we assume νs = νT (e.g. Rouse, 1938; Kalinske and182



Pien, 1943; Dobbins, 1944; Hunt, 1954) and takeνs = νT =  κu∗mz (z ≤ δ)κu∗cz (δ ≤ z ≤ zm)κu∗sz√ zhtr (zm ≤ z ≤ htr) (5.19)as is introduced in (4.18), with zm = htru2∗c/u2∗s being the elevation where κu∗cz =κu∗sz√z/htr is satisfied. All of these variables are already obtained in the nearshorehydrodynamics models presented in Chapter 4.5.4.2 Bottom Boundary ConditionWe now need a bottom boundary condition in order to solve (5.17) with the presenteddy diffusivity (5.19) and to obtain the vertical profile of the sediment concentra-tion. There are two approaches to determine the bottom boundary condition, eitherspecifying the upward volume flux of the sediment near the bed, the so-called “pickupfunction,” or specifying the reference concentration at a certain elevation above thebottom.If one were to solve the unsteady advection-diffusion equations for the sedimentconcentration, the pickup function may be preferred. For example, Kobayashi andJohnson (2001) determined the depth-averaged sediment concentration, C̄, from thedepth-integrated unsteady mass balance equation in the cross-shore direction (CBREAK),∂∂t (hC̄)+ ∂∂x (hC̄ū) = p− wfC̄ (5.20)with pick up function, p, determined byp = eBDB + efDf(s− 1) ρgh (5.21)where the depth-averaged shoreward velocity, ū (t), is obtained from a separate hy-drodynamic model, DB is an energy dissipation rate due to wave breaking, Df isan energy dissipation rate due to bottom friction, and eB and ef , are empirical co-183



efficients of suspension efficiency for DB and Df , respectively. In their model, thebottom sediments are accumulated if settling volume flux, wf C̄, dominates the up-ward volume flux, p, and the bottom sediments are eroded if vice versa. Because theirmodel applied C̄ to determine the settling volume flux, which should be a productof wf and the near-bottom sediment concentration, the model may not be applicableto the system in which the vertical variations of the sediment concentration is notnegligible. Qin et al. (2002) applied the unsteady 1DV advection-diffusion equationto determine the vertical distributions of the suspended sediment concentration withbottom boundary condition specified by Van Rijn’s (1984) pick up function. Althoughthey accounted for the vertical variation of the suspended sediment, advective anddiffusive horizontal volume fluxes were neglected.In the equilibrium state, i.e. when the upward and downward sediment fluxesbalance each other as seen in (5.17), the relationship between upward entrainmentrate (pickup function), p, and the reference concentration at a certain height abovethe bottom, Cr, can be found from the vertical mass balance equation (5.17) (Nielsen,1992): p = wfCr at z = zr (5.22)Hence, either approach, pickup function or reference concentration, can be equiva-lently applied under the assumption of the equilibrium state, (5.17). Since we focuson the predictions of the time-averaged sediment concentration, we simply adopt areference concentration approach.Einstein (1950) first suggested that the reference concentration should be stronglyrelated to the bedload sediment transport rate and the saltating load layer thickness.He also suggested that the reference elevation above the bed, zr, should be related tothe thickness of the bedload transport layer and took zr = 2D. Yalin (1963) proposedthat the sediment concentration near the bed in unidirectional flow is proportional tothe normalized excess skin friction shear stress:S′ = τ ′ − τcrτcr (5.23)184



Following Yalin (1963), Smith and McLean (1977) determined the reference concen-tration for unidirectional flow as a function of S ′:Cr (z0) = Cb γ0S ′1 + γ0S′ (5.24)where z0 is the roughness height in the boundary layer, Cb (≃ 0.65) is the volumetricbed concentration and γ0 is the resuspension parameter to be calibrated. Smith andMcLean (1977) introduced the factor (1 + γ0S ′)−1 to ensure that the maximum of(5.24) should not exceed the volumetric bed concentration, Cb. For γ0S ′ ≪ 1, (5.24)is nearly proportional to S ′ as suggested by Yalin (1963), i.e.Cr (z0) = Cbγ0S ′ (5.25)This approach has been widely used for both unidirectional flow in rivers and estuariesand for combined waves and currents in the coastal environment (e.g., Madsen etal., 1994; Webb and Vincent, 1999; Green et al., 2000; Rose and Thorne, 2001).However, the values of the resuspension parameter, γ0, reported by various authorsvary from 10−5 to 10−2 (Hill et al., 1988; Webb and Vincent, 1999). Empirical fittingformulae of γ0 have also been proposed, based on field data, in which γ0 decreaseswith increasing skin friction shear velocity (e.g. Vincent and Downing, 1994; Vincentand Osborne, 1995; Lee et al., 2002). These significant variations of γ0-values maybe largely because of the uncertainty of the roughness height, z0. For example, Webband Vincent (1999) predicted z0 from an equivalent bottom roughness, z0 = kN/30.As shown in Figure 4-22, the measured movable bottom roughness for sheet flowconditions exhibit significant scatter and the existing predictive models also differfrom each other by about an order of magnitude. Similar scatter of the ripple heights,which are believed to characterize the ripple roughness, kNR, are also seen in FiguresC-3 and C-4 in Appendix C for both existing models and measurements. Becausethe sediment concentration varies dramatically near the bottom, the definition of thereference elevation, zr, is critical to obtain a widely applicable reference concentrationmodel. While some studies have arbitrarily set a reference elevation for the reference185



concentrations (e.g., zr = 2cm by Vincent and Osborne, 1994; and zr = 1cm by Lee etal., 2003), McLean (1992) followed Einstein’s concept and applied the bedload layerthickness, δB to be zr. He pointed out that zr = z0 is typically much smaller thanthe bedload layer thickness, δB, below which grain-grain collisions can be importantand sediment velocity differs from ambient fluid velocity. Van Rijn (1984) suggestedthe reference level, zr, to be related to the bed form height,zr = 0.5ηr or kN (with zr,min = 0.01h) (5.26)and expressed the reference concentration based on field measurements in unidirec-tional flow: Cr = 0.011D50zr S ′1.5S0.2∗ (5.27)Note that (5.27) is a function of zr, which is much larger than z0 (cf. z0 = kN/30 forrough turbulent boundary layer). The validity of (5.27) was confirmed by Rose andThorne (2001) who compared the model with field data collected in the river Tawestuary, UK, over a sandy rippled bed. However, zr is a function of ηr or kN , whichmay contain considerable uncertainty as discussed previously. Wikramanayake andMadsen (1994) simply adopted zr = 7D and proposed the resuspension parameterin (5.25), to be of the order 10−3. Herrmann (2004) followed Wikramanayake andMadsen (1994) and adopted zr = 7D to determine the reference concentration basedon a number of sheet flow experiments for unidirectional flow:Cr = 0.0022(τbsτcr − 1) (5.28)Herrmann’s (2004) model, (5.28), is based on the same concept as Yalin-type (1963)models, (5.25), but differs in that (5.28) applies τbs, the sediment transport shearstress based on the sheet flow bottom roughness while other models apply τ ′b, theskin friction shear stress based on the roughness scaled by a sediment diameter. Asdiscussed in Section 4.6.3, we deduced, from observations presented by Wilson (1665,1967, and 1987), that the bedload sediment transport on a sheet flow bed should be186



determined by τbs and not τ ′b. Since the reference concentration is strongly relatedto the bedload sediment transport Cr should, for the sheet flow conditions, also bedetermined by τbs. The magnitude Cr obtained in (5.28) is consistent with Wiberget al.’s (1994) model, who suggested γ0 ≃ 0.002 based on a large amount of fieldobservations. In this study, we apply Herrmann’s (2004) model both for the referenceconcentration, (5.28), and for the movable bed roughness, (4.77).Because Herrmann’s (2004) reference concentration formula (5.28) is based onunidirectional flow, we need to extend the model for combined wave-current flow con-ditions. Grant and Madsen (1982) demonstrated that the response time of the rollinggrains on the bed is much smaller than the wave period. Based on this feature, Glennand Grant (1987) applied Smith and McLean’s (1977) reference concentration formulafor uni-directional flow as an instantaneous reference concentration and simply aver-aged it over wave period to obtain the mean reference concentration. Following thesame procedure and introducing (5.6) into (5.28), the mean reference concentrationfor combined wave-current flow is determined byCr = 0.0022T ∫ T0 max(0, |1τbs (t)|τcr,β′ − 1) dt (5.29)Note that τbs (t), defined in (5.6), is the time-varying shear stress based on the sheetflow roughness, (4.77), and the instantaneous reference concentration becomes zero if|τbs (t)| < τcr,β′. The critical shear stress on the slope, τcr,β′, also changes with timedepending on the flow directions.It should be pointed out that Herrmann’s model (5.28) is based on experimen-tal data for sheet flow bed conditions. Characteristics of Cr may significantly differbetween rippled bed and flat bed conditions. This feature was observed by Webband Vincent (1999), who plotted Cr at zr = z0 as a function of skin friction ShieldsParameter and showed the dramatic decrease of Cr at the limit between equilibriumand breakoff ripples. When sharp-crested ripples are generated by regular waves, lab-oratory results indicate that vertical advections associated with large vortices aroundthe ripple crests dominate the turbulent eddy diffusivity near the bed (e.g. Sleath,187



1982; and Ribberink and Al-Salem, 1994). The detailed modeling of Cr for equilib-rium ripple beds and smooth transition of Cr in the breakoff ripple region may berequired for the establishment of a complete suspended sediment transport model.Here, however, we deal with sheet flow conditions and thus avoid this challengingproblem.5.4.3 Mean Concentration ProfilesSolving (5.17) with turbulent eddy diffusivity (5.19) and bottom boundary condition(5.29), vertical profiles of the mean concentration are explicitly obtained asC =  Cr ( zzr )− wfκu∗m (zr ≤ z ≤ δ)Cδ ( zδ)− wfκu∗c (δ ≤ z ≤ zm)Czm exp ( 2wfκu∗s (√htrz −√htrzm )) (zm ≤ z ≤ htr) (5.30)with Cδ = Cr ( δzr)− wfκu∗m (5.31)Czm = Cδ (zmδ )− wfκu∗c (5.32)5.4.4 Mean Longshore Suspended Sediment TransportAs introduced in (4.27), the longshore current profiles are expressed asV =  A1y ln zz0 z0 ≤ z ≤ δVδ +A2y ln zδ +A3y z−δhtr (δ ≤ z ≤ zm)Vzm +A4y (√z −√zm) (zm ≤ z ≤ htr)Vs (htr ≤ z ≤ h+ η) (5.33)188



with  A1yA2yA3yA4y  =  τcbyρκu∗mτcbyρκu∗cτcsy−τcbyρκu∗c2ρκu∗s (τcsy−τcby√htr + τcby√ htrzzm)  (5.34)where Vδ, Vzm and Vs are mean longshore current velocity at z = δ, z = zm andz = htr given by (5.33), respectively. Note that the mean current velocity determinedby (5.33) is valid only where z ≥ z0 whereas the vertical integration for suspendedload (5.16) requires the velocity above zr. We thus call for special treatments ifzr < z0. On a sheet flow bed, z0 is determined from (4.77) asz0 = kNs30 = (2 + 4.5 (ψm − ψcr)30 )D (5.35)which exceeds zr = 7D when ψm > ψcr + 46. Since the magnitude of ψm is at mostof order 1, zr < z0 does not happen on a sheet flow bed. On a rippled bed, z0 basedon the ripple roughness, kNR, can be larger than zr = 7D. Below the outer edgeof the bottom boundary layer thickness based on the total roughness, kN , however,Madsen’s (1994) modified wave-current bottom boundary layer model is repeatedlyapplied to determine the mean current velocity profile based on the sediment transportroughness, kNs. Since the magnitude of kNs is scaled by D, similar to the sheet flowbed, z0s based on kNs is assured to be smaller than zr = 7D. Therefore, we can alwaysexpect realistic mean current velocities for the integration of (5.16). As discussed inSection 5.2.1, the numerical scheme for prediction of the velocity profile below theouter edge of the bottom boundary layer when kN > kNs is presented in AppendixD. Combining the mean concentration profile (5.30) and the mean longshore currentvelocity (5.33), the integrations in (5.16) below zm can be analytically determinedand the total suspended LSST is represented byqSSy = qSS1y + qSS2y + ∫ hzm CV dz (5.36)189



where qSS1y = ∫ δzr CV dz= CrA1yzr ln δzr (12 ln δzr + ln zrz0) for m1 = 1= CrA1y 11−m1 δ ( δzr)−m1 (ln δz0 − 11−m1)+ zr ( 11−m1 − ln zrz0)} for m1 �= 1 (5.37)with m1 = wfκu∗m (5.38)and qSS2y = ∫ zmδ CV dz = qSS21,y + qSS22,y + qSS23,y (5.39)where if m2 = 1: qSS21,y = VδCδδ ln zmδ (5.40)qSS22,y = CδA2y δ2 (ln zmδ )2 (5.41)qSS23,y = A3yCδδ2htr (zmδ − ln zmδ − 1) (5.42)otherwise (m2 �= 1):qSS21,y = VδCδ δ1−m2 [(zmδ )1−m2 − 1] (5.43)qSS22,y = CδA2y 11 −m2×{zm (zmδ )−m2 (ln zmδ − 11−m2)+ δ1 −m2} (5.44)qSS23,y = A3yCδhtr {zm (zmδ )−m2 ( zm2 −m2 − δ1−m2)+ δ2(1 −m2) (2 −m2)} for m2 �= 2 (5.45)190



qSS23,y = A3yCδδ2htr (ln zmδ + 13 (z3mδ3 − 1)) for m2 = 2 (5.46)with m2 = wfκu∗c (5.47)The integration above z = zm in (5.36) is numerically evaluated by applying Simp-son’s 1/3 rule (Hoffman, 1992) with an interval of ∆z = h/100. Since the suspendedsediment concentration above z = zm is relatively small compared to the concentra-tion near the bed, numerical errors in the integration do not affect the total suspendedsediment transport rate significantly.5.5 Grain Size Effect on Suspended SedimentIn the field, the bottom sediments may consist of a mixture of different grain sizes.In the hydrodynamic model, the characteristics of the mixed-size grains are oftenrepresented by the median sand diameter, D50, to determine the equivalent movablebed bottom roughness and corresponding bottom shear stresses. As seen in (5.1), thebedload sediment transport formula does not contain explicit effects of the sedimentdiameter, although the sediment transport shear stress, 1τbs, and the critical shearstress may be slightly affected by grain size.In contrast to the bedload sediment transport rate, mixed grain sizes may affectthe suspended sediment concentrations in the water column and therefore affect thesuspended sediment transport (e.g., Lee and Hanes, 1996; Lee et al., 2002). As seen in(5.30), the magnitude of the suspended sediment concentration in the water column isdetermined from the balance of upward sediment flux due to turbulent eddy diffusiv-ity and the downward flux due to gravitational sediment settlement. For instance, theconcentration in the range δ ≤ z ≤ zm decreases with the elevation from the bottom,z, to the power of m2 = wf/κu∗c. If the fall velocity of the sand grains exceeds theupward sediment flux due to turbulence, represented by κu∗c, the suspended sedimentconcentration dramatically decreases as the elevation from the bottom increases and191



the resulting suspended sediment transport rate also substantially decreases. Theprediction of the suspended sediment transport is therefore very sensitive to the set-tling velocity, i.e. the sediment grain size. In this study, we account for the effect ofdifferent grain sizes in evaluation of the suspended sediment transport rate.We first separate the mixed-size grains into a number of size-classes and find theweight fractions, fb, of each class through a sieve analysis. Assuming that the bedloadsediment transport rate and the reference concentrations are independent of the sandgrain size, the equivalent i-th sand concentration profile, Ci (z), is determined from(5.30) by replacing wf with the i-th class sand of diameter Di and correspondingfall velocity, wf,i. Here Cr is determined based on D50 and specified at zr = 7D50.The concentration component of the i-th size-class sediment is then determined byfb,iCi (z) / (∑Ni=1 fb,i). Finally, integrating all the components of each concentrationfraction, the mean concentration profiles of the mixed sand grains, C (z), are deter-mined by C (z) = N∑i=1 fb,iCi (z) / N∑i=1 fb,i (5.48)In order to reduce the computational load in a numerical application of the model,several size-classes may be selected to represent all size-classes. In the followingsection, we examine the impact of the different settling velocities and selections ofrepresentative size-classes on predictions of suspended sediment concentrations.5.6 Model Application to LSTF ExperimentsTo examine the predictive skills of the present sediment transport model, we applythe model to the LSTF experiments reported by Wang et al. (2002). In the LSTFexperiments, vertical distributions of the sediment concentrations were measured atseven cross-shore locations along cross-shore transects at various shore-parallel (y)locations. These seven cross-shore locations correspond to one of nine cross-shorestations at which current velocity profiles were also measured. In order to indicatethe cross-shore locations of these nine stations, Figures 5-1 and 5-2 show the samelongshore mean current velocity profiles as Figure 4-25 and 4-26 for Test 1 (spilling192



breakers) and Test 3 (plunging breakers), respectively. In the figures, stations arenumbered from 1 to 9 and profiles of mean concentration of suspended sediment weremeasured at stations from 2 through 8.5.6.1 Sediment CharacteristicsFigure 5-3 shows the cumulative distribution of the sieved grain sizes of the sampledbottom sediments used in the LSTF experiment. As seen in the figure, most sanddiameters are within the range of 0.07mm< D < 0.3mm. The median sieve diameterof the sampled sands is D50 = 0.15(mm). In the present model, as discussed inSection 4.6.3, we apply the equivalent nominal median diameter, Dn50 ≃ D50/0.9 =0.167(mm) to represent the sand characteristics. As a complete application of themodel, we first account for all twenty six diameter classes to evaluate the suspendedsediment concentrations. To simplify the computation we alternatively select severaldiameter classes out of all twenty six classes to represent the characteristics of thebottom sediments. Figure 5-4 shows the weight fractions of each class and the opencircles in the figure denote the six classes with highest weight fractions which wereused to represent the bottom sediment characteristics. The sediments classified inthese six classes accounts for 87% of the entire sediment sample and therefore wecan expect these six classes to reasonably represent the characteristics of the bottomsediments. Table 5.1 summarizes the sediment characteristics of the twelve finestdiameter classes. In the complete model, we also account for the rest of fourteenclasses but the total weight fraction of these coarser diameter classes are about 0.36%and their contributions to the sediment transport should be negligibly small. InTable 5.1, settling velocities for each sand diameter were determined from Jimenezand Madsen (2003) model (5.18) and the high-lighted diameter classes, D4 to D9, arethe dominant six classes shown as open circles in Figure 5-4.In the LSTF experiments, the local longshore sediment transport rates (LSST)were obtained at 20 cross-shore locations from the volumes collected in each of twentysand-traps, which are installed adjacent to each other at the downstream end of thestraight beach (Wang et al., 2002). We can also obtain the “measured” suspended193



m

Longshore Current

-15 -10 -5
-0.5

0.0

X(m)

1 2 3 4 5 6 7 8 9

Figure 5-1: Cross-shore locations of measured longshore current velocity profiles;LSTF experiments by Wang et al. (2002) (Test 1)
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Table 5.1: Characteristics of bottom sediments in each grain size class
min max

D 1 0.053 0.063 0.058 0.064 0.30 0.14
D 2 0.063 0.074 0.069 0.076 0.41 1.11
D 3 0.074 0.088 0.081 0.090 0.55 3.69
D 4 0.088 0.105 0.097 0.107 0.75 9.39
D 5 0.105 0.125 0.115 0.128 1.01 18.55
D 6 0.125 0.149 0.137 0.152 1.35 16.86
D 7 0.149 0.177 0.163 0.181 1.78 19.94
D 8 0.177 0.210 0.194 0.215 2.29 12.35
D 9 0.210 0.250 0.230 0.256 2.92 9.83
D 10 0.250 0.297 0.274 0.304 3.66 5.56
D 11 0.297 0.354 0.326 0.362 4.51 1.84
D 12 0.354 0.420 0.387 0.430 5.47 0.40
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sediment transport rates at Stations 2 to 8, shown in Figures 5-1 and 5-2, by verticallyintegrating the products of measured sediment concentrations and current velocities.From these data, one can indirectly obtain “measured” longshore bedload sedimenttransport rates by subtracting the measured suspended sediment transport rate fromthe LSST. Note however that these estimations of bedload and suspended load trans-port rates are very rough because the vertical resolutions of the measured sedimentconcentrations and current velocities are not high enough. It should also be pointedout that the measured suspended sediment concentration itself may contain certainerrors because the measured concentrations were obtained from optical backscattersensors (OBS) with OBS response calibrated for a single diameter grain size althoughthe strong size-dependency of the OBS response is suggested (e.g., Ludwig and Hanes,1990). Following the discussions in Section 4.6.3, we assume that the bed is reasonablyrepresented by a sheet flow bed both for Test 1 and Test 3.195
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Figure 5-3: Cumulative distributions of sampled sand used in LSTF experiment(Wang et al., 2002)
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Figure 5-4: Weight fractions of each diameter class. Open circles are the dominantsix classes applied to represent the sediment characteristics.196



Table 5.2: Predicted hydrodynamic characteristics at Station 4 for Test 1 and Test 3.Hrms T Ub,rms τcbs τcr,0 Tc′/T Tc/T uc∗/Ub∗ tanβ(m) (s) (m/s) (N/m2) (N/m2)Test 1 0.14 1.5 0.62 0.15 0.17 0.45 0.49 0.58 0.033Test 3 0.14 3.0 0.71 0.21 0.17 0.28 0.32 0.72 0.0245.6.2 Bedload Sediment TransportInstantaneous bedload transportIn order to investigate the characteristics of the instantaneous bedload sediment trans-port rates, we first compare the predicted time-varying bedload sediment rates forTest 1 and Test 3 at Station 4 shown in Figures 5-1 and 5-2, respectively. Table 5.2summarizes the predicted hydrodynamic characteristics at Station 4. At Station 4,the still water depth (h0 ≃ 32cm) and the predicted wave heights (Hrms ≃ 14cm) areabout the same for both Test 1 and Test 3. However, Test 1 has a shorter wave periodthan Test 3 and therefore the relative water depth, h/L0, for Test 1 is larger thanfor Test 3. Thus, as discussed in Section 2.1.3, wave non-linearity effects are weakerin Test 1 than in Test 3 and the predicted skewness parameter of the near-bottomwave orbital velocity, uc∗/Ub∗, becomes smaller in Test 1 than in Test 3. As discussedin Section 5.2.1, we examine the wave non-linearity effects by comparing the bed-load sediment characteristics when the bottom wave shear stresses are determinedby: (A) linear wave assumption (5.7); (B) non-linear wave with time-independentturbulent eddy viscosity (5.8); and (C) non-linear wave with time-varying turbulenteddy viscosity (5.9).(A) Linear Sinusoidal Velocity Profile Figures 5-5 (Test 1) and 5-6 (Test 3)show the predictions of (a) time varying sinusoidal near-bottom wave orbital velocity,ubw (t) = ubm cos (ωt), (b) corresponding absolute value of the sediment transportshear stress, |τbs (t)| with wave shear stress determined from (5.7), and (c) and (d)bedload sediment transport rates in the cross-shore (x) and the shore-parallel (y)directions, qSBx (t) and qSBy (t), respectively. All the variables shown in the figures197



are those predicted for Station 4. In Figures (a) and (c), positive values are in theshore-ward direction. As seen in Figures 5-5 and 5-6, all the profiles are symmetricalin t/T . However, the peak of |τbs| at t/T = 0 is larger than the other peak at t/T = 0.5because the sea-ward acting mean current shear stress, τcbsx, increases the total shearstress when the wave shear stress, 1τws (t), is acting in the sea-ward direction whileτcbsx decreases the total shear stress when it counteracts 1τws (t) (see Figures 5-5 and5-6 (b)).In (b), the dashed straight line indicates the critical shear stress on the non-slopingbed, τcr,0, and the full straight line denotes the mean current sediment transport shearstress, |1τcbs| = √τ2cbsx + τ 2cbsy. In Test 1, as seen in Table 5.2 and Figure 5-5 (b), |1τcbs|is slightly smaller than τcr,0 and the predicted total sediment transport shear stress,|τbs|, falls below τcr,0 in the ranges 0.25 < t/T < 0.28 and 0.73 < t/T < 0.75 whenthe wave shear stress is near zero. When |τbs| < τcr,0, the bedload sediment transportcomponents in x and y directions become zero as seen in Figures 5-5 (c) and (d). ForTest 3, in contrast to Test 1, |1τcbs| is always larger than τcr,0 and the predicted |τbs|does not fall below τcr,0 (see Figure 5-6 (b)).In (c) and (d) of Figures 5-5 and 5-6, the full line denotes the prediction by thecomplete model (5.1) and the dashed line is the predictions when the bottom slopeeffect is neglected, i.e. β0 = 0 is substituted in (5.1). The full straight lines inthese figures are the net bedload sediment transport rates. Although the bottomslope effect is relatively small, as seen in Figure 5-5 (c), the bottom slope (tan β0 =−∂h0/∂x ≃ 0.033 at Station 4 in Test 1) decreases the shore-ward sediment transportnear the crests of the near-bottom wave orbital velocity (0.4 < t/T < 0.6, t/T < 0.1,and 0.9 < t/T ). The bottom slope effect is hardly seen when the wave shear stressis small (0.1 < t/T < 0.4 and 0.6 < t/T < 0.9). In these intervals, the meancurrent shear stress in the shore-parallel (y) direction dominates and the time-varying“transport bottom slope,” tanβ ′ in (5.2) becomes negligibly small. The bottom slopeeffect on net sediment transport rate predictions will be shown later. Although thebottom slope in the shore-parallel (y) direction is zero under the long, straight beachassumption, the cross-shore bottom slope also decreases qSB,y (t) near the crest of the198
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shore-ward uwb (t), 0.4 < t/T < 0.6, in Figure 5-5 (d). This feature is because the“intensity” of the bedload sediment transport, q (t), defined in (5.1) decreases whenthe shear stress acts in the up-slope direction.It is also interesting to note that the longshore bedload transport, qSB,y (t), doesnot yield a minimum value as the near-bottom orbital velocity approaches its min-imum, t/T → 1 whereas the cross-shore bedload transport, qSB,x (t), becomes min-imum at t/T = 1 (see Figures 5-5 and 5-6 (c) and (d)). In Test 3, qSB,y (t) yieldsthe local maximum at t/T = 1 (Figure 5-6 (d)). In the vicinity of t/T = 1, the waveshear stress acts opposite to the wave-propagation direction and therefore the waveshear stress in the longshore (y) direction, τwsy, counteracts the current shear stress inthe longshore (y) direction, τcbsy, and yields a minimum longshore component of thetotal shear stress, τbsy (t). However, because the wave component in the y-direction isvery small, the mean current shear stress τcbsy dominates τwsy (t) and the total shearstress, τsby (t) = τcbsy + τwsy (t), still acts in the longshore current direction (y > 0).Because |τbs| is maximum at t/T = 1, the “intensity” of the bedload sediment trans-port, q (t), in (5.1) is also maximum at t/T = 1. Thus the increase of q (t) dominatesthe decrease of τsby (t) near t/T = 1 and the product of the two components, qSBy,yield relatively large bedload sediment transport in the longshore current direction.(B) Non-linear Wave Shear Stress Determined by (5.8) Figures 5-7 (Test1) and 5-8 (Test 3) show the same comparisons as Figures 5-5 and 5-6 but the wavenon-linearity is accounted for by determining the wave shear stress from (5.8). Figures5-7 and 5-8 (a) show the time varying non-linear near-bottom wave orbital velocity,ubw (t). Because the wave non-linearity is relatively week in Test 1, the near-bottomwave orbital velocity profile is nearly sinusoidal in Test 1 and Figure 5-7 shows near-identical profiles to Figure 5-5 while the velocity profile in Test 3 is skewed andasymmetrical (see Figure 5-8 (a)).Comparing Figures 5-6 and 5-8 (c), the non-linear wave velocity profile signifi-cantly increases the predictions of maximum and minimum cross-shore bedload sed-iment transport rates (qSB,x,max, qSB,x,min) from (352 (m2/year), -512 (m2/year)) to201



(736 (m2/year), -175 (m2/year)) and also increases the net cross-shore sediment trans-port rate, q̄SB,x, from -54 (m2/year) to 28 (m2/year). In the shore-parallel (y) di-rection (Figures 5-6 and 5-8 (d)), the wave non-linearity raises qSB,y,max from 203(m2/year) to 126 (m2/year). However, the predicted net bedload sediment transportrates, q̄SB,y, are nearly identical in both non-linear and linear wave orbital velocityprofiles. This feature is more clearly observed in the following paragraph, in whichwe compare the net bedload sediment transport rates.(C) Non-linear Wave Shear Stress Determined by (5.9) Similarly, Figures5-9 and 5-10 show the same predictions as Figures 5-5 and 5-6 but the wave shearstress, τws, was determined by (5.9). Crests of the wave shear stresses for (C) (Figures5-9 and 5-10 (b)) become steeper then those for (B) (Figures 5-7 and 5-8 (b)) andthe peaks of qSB,x and qSB,y in (C) are much larger than those in (B). As a result, thenet cross-shore bedload transport, q̄SB,x, significantly increases from (B) to (C). InTest 3, for example, q̄SB,x increases from 28(m2/year) to 135(m2/year). In the shore-parallel (y) direction, however, the net longshore bedload transport, q̄SB,y, are nearlyidentical in (B) and (C). In Test 3, q̄SB,y slightly decreases from (B) to (C) becauseqSB,y in (C) is smaller than the one in (B) around the the wave crest (t/T < 0.2 and0.4 < t/T ) and this decrease of qSB,y dominates the increase of qSB,y near the peak(t/T ∼ 0.3) when integrating qSB,y to obtain the net longshore bedload transport,q̄SB,y. Comparisons of the cross-shore distributions of net bedload transport ratesamong cases (A), (B) and (C) are shown in the following section.Net bedload transportFigures 5-11 and 5-12 compare the predicted net bedload sediment transport ratecomponents in the cross-shore (x) and the shore-parallel (y) directions for Test 1 andTest 3, respectively. The four lines shown in Figures 5-11 and 5-12 are the predictionswhen: (A) (5.7) was applied to determine wave shear stress for sinusoidal velocityprofile (thin dashed line), (B) wave non-linearity was counted by (5.8) (thin full line),(C) wave non-linearity is accounted for by (5.9) (heavy full line), and (D) same as202
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(C) but the bottom slope effect was neglected. In the comparisons of the net long-shore bedload transport rates, full circles are the “measured” bedload transport rateobtained by subtracting suspended load transport rates from the total LSST. Opencircles denote the cross-shore locations where “measured” suspended load transportrates exceeded the measured LSST and yielded unrealistic negative “measured” bed-load transport rates.In the cross-shore (x) direction, both bottom slope and wave non-linearity signif-icantly affect the predictions of net bedload sediment transport rate, q̄SB,x. In thecross-shore range of −18 < X (m) < −15 in Figure 5-11, for example, the cross-shore net bedload sediment transport rate, q̄SB,x, decreases by about 30(m2/year)from (D) (heavy dashed line) to (C) (heavy full line) due to the bottom slope ef-fect. Because the bottom slope on the sea-ward side of the bar crest (tanβ0 ≃ 0.15in −18 < X (m) < −15) is larger than the bottom slope inside the surf zone(tan β0 ≃ 0.03), the decrease of q̄SB,x due to the bottom slope is more pronouncedin this area (−18 < X (m) < −15). Between the bar crest and trough in Test3 (−13.3 < X (m) < −14.3 in Figure 5-12), the water depth increases from the barcrest toward the bar trough and the resulting large negative bottom slope significantlyincreases q̄SB,x from (D) to (C). Comparing predictions by (A) and (B) in Figures5-11 and 5-12, the non-linear wave profile also significantly increases the shore-wardq̄SB,x. Because the wave-non-linearity is stronger in Test 3 than in Test 1, as dis-cussed previously, the increase of the shore-ward q̄SB,x is larger in Test 3 than in Test1. Comparing (B) and (C), the definitions of wave shear stress due to the non-linearwave velocity, i.e. (5.8) and (5.9) significantly affect the predictions of net bedloadtransport rates in the cross-shore directions. Thus, it should be stressed that thequantitative evaluations of the non-linear wave effect on the shoreward bedload sed-iment transport rate still contains significant uncertainty. Because Madsen’s (1994)bottom boundary layer model is based on the linear wave assumption, for example,use of the friction factor obtained in this manner may not be appropriate for thenon-linear near-bottom wave orbital velocity profiles.In the shore-parallel (y) direction, in contrast to the cross-shore (x) direction, nei-207
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ther bottom slope nor wave non-linearity have a significant effect on the net longshorebedload sediment transport rate, qSB,y. For instance, the difference among predic-tions of (A), (B), (C) and (D) are at most 20(m2/year) for Test 3 near the bar crestand this difference is a mere 15% of the net longshore bedload transport rate.In comparisons of the longshore bedload sediment transport rates, full circles de-note the “measured” bedload sediment transport rates, obtained by subtracting “mea-sured” suspended sediment transport from the measured total LSST. Open circles arethe cross-shore (x) locations where the “measured” suspended sediment transportrates exceed the total LSST and yield unrealistic negative bedload sediment trans-port rates. As seen in both Test 1 and Test 3 (Figures 5-11 and 5-12), three andfour points out of seven measured stations yield negative bedload sediment transportrates. This feature indicates not only the uncertainty of the “measured” bedloadsediment transport rates but also the relatively small contributions of the bedloadsediment transport to the total LSST in these particular experimental cases.5.6.3 Suspended Sediment TransportReference ConcentrationSimilar to Figures 5-5 to 5-10, Figures 5-13 and 5-14 show the linear sinusoidal near-bottom wave orbital velocity, corresponding sediment transport bottom shear stress,|1τbs (t)|, determined from (5.7), and the reference concentration, Cr (t), determinedfrom (5.29) at Station 4 for Test 1 and Test 3, respectively. Because Cr is linearlyrelated to |1τbs (t)| in (5.29), the predicted time-varying reference concentration isnearly identical to the sediment transport shear stress. Thin dashed curves in Figures5-13 to 5-16 are the predicted reference concentrations when the bottom slope effectis neglected. As seen in the comparisons between the full and dashed lines, the effectof the bottom slope is negligibly small.Figures 5-15 and 5-16, show the same comparisons as Figures 5-13 and 5-14 butwhen accounting for non-linear wave orbital velocity, ubw (t). In the Figure, the pro-files with heavy dashed line are predictions when τws (t) was determined from (5.8)210
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(case B) and full line profiles are predictions when τws (t) was determined from (5.9)(case C). Thin dashed curves are the same as case (C) but the bottom slope ef-fects were neglected. Straight dashed and full lines in the comparisons of referenceconcentrations are the mean reference concentrations for (B) and (C), respectively.Similar to comparisons of the net longshore bedload transport rates, the mean refer-ence concentrations in (C) (full line) tends to be smaller than those in (B) (dashedline) because, for example in Test 3 (Figure 5-16), the decrease of Cr (t) from (B) to(C) near the wave trough (t/T < 0.2 and 0.4 < t/T ) dominates the increase of Cr (t)from (B) to (C) near the wave crest (0.2 < t/T < 0.4).Figures 5-17 and 5-18 show the cross-shore distributions of the mean referenceconcentration for Test 1 and Test 3, respectively. Similar to the comparisons inFigures 5-11 and 5-12, four lines denote the predictions when: (A) wave non-linearitywas neglected (thin dashed line); (B) non-linearity was accounted for by (5.8) (thinfull line); (C) wave non-linearity was counted by (5.9) (heavy full line); and (D) sameas (C) but the bottom slope effects were neglected (heavy dashed line). Comparing(C) (heavy full line) and (D) (heavy dashed line), bottom slope effects on predictionsof mean reference concentration are very small both for Test 1 and Test 3. The non-linear wave effect determined by (B) is also negligibly small for Test 1 and amountsto a difference between (A) (thin dashed line) and (B) (thin full line) in Test 3 ofat most 20%. Non-linear wave effect determined by (C) tends to decrease the meanreference concentration by roughly 20% from the one in case (B). However, as willbe seen in the following sections, these differences are relatively small compared tothe error due to the selections of representative sediment diameters for mixed sandgrains. In subsequent model applications, we show the predictions based on case (C)to compare with measurements. However, the difference of non-linear wave effectsamong cases (A), (B), and (C) will be quantitatively compared with the measuredLSST and suspended sediment transport rates.213
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Figure 5-19: Comparisons of the predicted and measured mean suspended sedimentconcentrations. Measurements (circles) are obtained by Wang et al., (2002) (Test1) and predictions (six full lines in each figure) are when D4 to D9 were appliedrespectively. The highest concentrations in each figure is when the finest diameter,D = D4, is applied and the predicted concentration lowers as D changes from D4 toD9.
218



the selection of size-classes to represent the mixed-size bottom sediments. Figure5-20 compares the measured concentrations (full circles) for Test 1 with predictionsafforded by (5.48) when: (i) only a median diameter, Dn50 = 0.167mm, is applied(thin dashed line); (ii) only three diameters of highest weight fractions, D5, D6, andD7, are applied (thin full line); (iii) six diameters, D4 to D9 are applied (thick dashedline); and (iv) all twenty six diameter classes were accounted for (heavy full line). Inthe numerical application, the only difference among case (ii) through (iv) is the num-ber of size-classes counted in (5.48). In (ii), for example, we applied three size-classesand evaluated the mean concentration profile of the three reference concentrationsby (5.48). Figure 5-20 clearly shows that the predicted near-surface concentrationsfor the single median diameter, case (i), are about an order of magnitude smallerthan those for cases (ii) to (iv), in which multiple grain sizes are taken into account.This feature makes sense because, as discussed previously, the sediment concentrationexponentially increases with decreasing sediment diameter and the resulting meanconcentration is predominantly determined by the large concentrations due to finersediments. Accounting for three diameters, D5, D6, and D7, which covers about 55%of the entire mixture grains, improves the prediction of the mean concentration sig-nificantly compared to case (i). Taking the other three diameter classes into account(case (iii)), which cover an additional 32% of the bottom sediments, the predictedmean concentration becomes slightly larger. The difference between case (ii) and (iii)is at most 50% (at Station 3) and is considerably less than the difference between(i) and (ii). Accounting for the last 13% of diameter sizes (case (iv)), the predictedconcentration further increases although the differences between (iii) and (iv) areconsiderably smaller than the difference between (i) and (ii). As seen in Table 5.1,the total weight fraction of the additional finer diameter classes, D1 through D3, isless than 5% but these finer classes still have some effects and increase the meanconcentrations slightly.At Station 3, the model under-predicts the measured mean concentrations andthe predicted concentrations at Station 3 are lower than those at the neighboringStations 2 and 4. As seen in Figure 5-1, Station 3 is located at the bar trough219
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and the water depth at Station 3 is slightly larger than the depth at Stations 2 and4. The deeper water at Station 3 yields smaller near-bottom wave orbital velocityand bottom shear stress, which yields a smaller reference concentration, C̄r, thanat Stations 2 and 4 (see Figure 5-17). Because relatively large concentrations arepredicted and observed at the adjacent Stations 2 and 4, concentrations at Station 3may be increased if the lateral fluxes of the suspended sediment due to dispersion andadvections are taken into account. A similar underestimation of the concentration atthe bar-trough is observed in Test 3 (Figure 5-2). However, it should also be notedthat the uncertainty of the measured concentrations at Station 3 appears relativelylarge. This feature will be observed later when the total longshore sediment transportrate and the suspended sediment transport rate are compared. In these comparisons,it will be seen that the measured longshore suspended sediment transport rate, qSS,y,exceeds the total measured LSST, qy at Station 3 in Test 1 (Figure 5-28), whichclearly casts doubts on the accuracy of the measurement at Station 3.Figure 5-21 compares the measured and predicted mean concentration profilesat each cross-shore location for Test 3. Similar to Figure 5-20, a thin dashed line,thin full line, heavy dashed line, and heavy full line denote the predictions when(i) only Dn50 is applied; (ii) D5, D6, and D7, are applied; and (iii) six diameters,D4 to D9 are applied and (iv) all diameter classes are applied, respectively. Similarto comparisons for Test 1, the use of the single median diameter, case (i), under-predicts the mean concentrations by about an order of magnitude. Predictions when(ii) three, (iii) six or (iv) all diameter classes are accounted for are nearly identicalalthough the predictions of (iv) are larger than predictions afforded by (ii) or (iii).The mean concentrations at Station 2 are about an order of magnitude larger thanthose at the other Stations. Station 2 is located just sea-ward of the bar crest andmost waves start to break around Station 2 (see Figures 5-2 and 2-22). Breakingwaves yield a large turbulent eddy diffusivity and therefore keep larger amounts ofsediment suspended in the water column. The present model appears to capture thisfeature and the predicted concentration profile at Station 2 agree quite well withmeasurements. Similar to the concentration comparisons in Test 1 (Figure 5-20), the221
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transport rates although the difference of predictions between the cases with multidiameter classes, (ii), (iii), and (iv) are relatively small compared to the differencesfrom the predictions with the single diameter case (i). Overall, the predicted sus-pended sediment transport rates (iv) agree well with measurements except at Station3 (X ≃ −13m). As noted in the previous section, the large “measured” suspendedsediment transport rates at Station 3 are due to the large sediment concentrations.As noted in the comparisons of bedload transport rates, the measured suspended loadat Station 3 was larger than the total LSST by a significant amount. We will discussthe uncertainty of the measured suspended sediment at Station 3 in the following sec-tion. Tables 5.3 and 5.4 compare measured and predicted cross-shore and longshoresuspended sediment transport rates (m2/year) and compare their relative errors ateach of seven Stations for Test 1 and Test 3, respectively. The relative errors, µ, arenormalized by each predicted value, i.e. determined by µ = 1 − qSS,meas/qSS,pred. InTables 5.3 and 5.4, we compare the predictions based on: (A) τws (t) ∼ cos ωt; (B)τws (t) ∼ ubw (t); and (C) τws (t) ∼ |ubw (t)|ubw (t). In case (C), we also compare thepredictions with different choices of diameter classes (i) to (iv) while only case (iv),i.e. the case of all diameter size classes, is accounted for in cases (A) and (B). Becauseof the uncertainty of the measured suspended sediment transport rates at Station 3,average errors in suspended sediment transport rates shown in the tables are obtainedfrom the values at six stations excluding Station 3. From Tables 5.3 and 5.4, it is seenthat the predicted average suspended sediment transport rates in (C)+(iv) are withina relative error of at most 42% both in the cross-shore and shore-parallel directionsand for Test 1 and Test 3. Out of seven stations including Station 3, the numberof Stations, whose predicted q̄SS,x and q̄SS,y in case (C)+(iv) fall within 50% frommeasurements, are four and five for Test 1 and three and five for Test 3, respectively.In the cross-shore (x) direction, the case (i) tends to underestimate the sea-ward sus-pended sediment transport rates while (ii), (iii), and (iv) yield better predictions forqSS,x. It is also seen that the predictions are more sensitive to the choice of diameterclasses, (i) to (iv), than to the determinations of the wave shear stress (A), (B) and(C). For example, average longshore suspended sediment transport rate for Test 1223



Table 5.3: Comparisons of measured and predicted suspended lord transport ratesin the cross-shore and longshore directions at seven Stations and their relative errors(Test 1, spilling breakers). Predictions (A) and (B) are only for case (iv) and thevalues at Station 3 (X = −13.1m) are excluded for the average values.
(i) (ii) (iii) (iv) (i) (ii) (iii) (iv)

-5.7 -37.3 -62.2 -62.4 -24.9 -40.7 -43.1 -51.6 0.40 0.40 -0.49 0.08 0.14 0.28

-7.1 -20.2 -80.1 -81.7 -29.6 -50.3 -54.3 -66.4 0.75 0.75 0.32 0.60 0.63 0.70
-8.7 -34.2 -78.2 -80.4 -25.1 -44.7 -50.0 -63.9 0.56 0.57 -0.36 0.24 0.32 0.47

-10.1 -37.2 -59.3 -61.1 -16.6 -30.3 -35.2 -47.4 0.37 0.39 -1.24 -0.23 -0.06 0.21
-11.5 -25.8 -40.0 -41.2 -10.7 -18.7 -22.2 -31.3 0.36 0.38 -1.40 -0.38 -0.16 0.18

-13.1 -79.7 -22.3 -23.3 -7.2 -10.9 -12.4 -17.7 -2.58 -2.43 -10.02 -6.34 -5.44 -3.51
-14.6 -27.7 -55.1 -56.2 -10.6 -22.8 -28.8 -42.6 0.50 0.51 -1.61 -0.21 0.04 0.35

Avg. -30.4 -62.5 -63.9 -19.6 -34.6 -38.9 -50.5 0.51 0.52 -0.55 0.12 0.22 0.40
-5.7 97.4 136.2 136.7 44.8 81.3 90.0 113.0 0.28 0.29 -1.17 -0.20 -0.08 0.14

-7.1 49.0 163.2 166.5 51.0 94.9 106.3 135.3 0.70 0.71 0.04 0.48 0.54 0.64
-8.7 63.8 150.6 154.7 43.5 81.9 93.8 122.9 0.58 0.59 -0.47 0.22 0.32 0.48

-10.1 89.4 106.2 109.4 28.7 53.1 62.3 84.9 0.16 0.18 -2.12 -0.68 -0.44 -0.05
-11.5 52.0 60.8 62.7 16.1 28.3 33.6 47.7 0.14 0.17 -2.22 -0.84 -0.55 -0.09

-13.1 172.4 22.6 23.6 6.9 10.6 12.3 18.0 -6.62 -6.30 -23.82 -15.27 -13.06 -8.60
-14.6 58.5 42.7 43.6 10.2 19.6 23.5 33.0 -0.37 -0.34 -4.71 -1.99 -1.49 -0.77

Avg. 68.3 109.9 112.3 32.4 59.8 68.2 89.5 0.38 0.39 -1.11 -0.14 0.00 0.24

meas.

(m2/year)

Predictions (m2/year) relative error (µ)

(A) (B)
(C)

(A) (B)
(C)

q SSy

X(m)

q SSx

predicted by the case (C)+(iv) is about 20% smaller than the one predicted by (A)while it is about three times larger than the one predicted by (C)+(i) (Table 5.3).This feature suggests that appropriate knowledge of bottom sediment characteristicsis essential to ensure the accurate prediction of the suspended sediment transportrate. The model tends to over-predict qSS,y but this over-prediction is partially dueto the over-predictions of the longshore current velocity as seen in Section 4.6.3. How-ever, the ability of the model to predict the mean suspended sediment transport rateis overall good, considering the fact that the reference concentration model, (5.29),was obtained from separate experiments for unidirectional steady flow and that thenon-linear wave effects may vary the prediction of Cr by some 20% as observed inFigure 5-18.Comparing Figures 5-22 and 5-23, the suspended sediment transport rate for theplunging breaker case (Test 3) has a strong peak near the bar crest (X ≃ −14m)where rms wave heights abruptly start to dissipate while the spilling breaker case224
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Figure 5-22: Cross-shore distributions of the net cross-shore, q̄SS,x, and longshore,q̄SS,y, suspended sediment tranport rates for LSTF experiments (Test 1). Measure-ments (circles) and predictions are when following sediment size-classes are accountedfor: (i) Dn50 (thin dashed line); (ii) D5, D6, and D7 (thin full line); (iii) D4 throughD9 (havy dashed line); and (iv) all diameter classes (heavy full line).
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Figure 5-23: Cross-shore distributions of the net cross-shore, q̄SS,x, and longshore,q̄SS,y, suspended sediment tranport rates for LSTF experiments (Test 3). Measure-ments (circles) and predictions are when following sediment size-classes are accountedfor: (i) Dn50 (thin dashed line); (ii) D5, D6, and D7 (thin full line); (iii) D4 throughD9 (havy dashed line); and (iv) all diameter classes (heavy full line).
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Table 5.4: Comparisons of measured and predicted suspended lord transport ratesin the cross-shore and longshore directions at seven Stations and their relative errors(Test 3, plunging breakers). Predictions (A) and (B) are only for case (iv) and thevalues at Station 3 (X = −13.1m) are excluded for the average values.
(i) (ii) (iii) (iv) (i) (ii) (iii) (iv)

-5.7 -65.5 -94.7 -80.1 -35.6 -58.9 -61.0 -70.9 0.31 0.18 -0.84 -0.11 -0.07 0.08

-7.1 -27.0 -95.9 -80.6 -32.0 -55.2 -58.7 -70.5 0.72 0.67 0.16 0.51 0.54 0.62
-8.7 -81.0 -80.7 -66.0 -21.1 -39.5 -44.1 -56.0 0.00 -0.23 -2.84 -1.05 -0.84 -0.44

-10.1 -34.5 -68.6 -57.3 -17.1 -32.0 -36.3 -47.2 0.50 0.40 -1.02 -0.08 0.05 0.27
-11.5 -107.4 -55.0 -46.2 -12.1 -23.3 -27.3 -37.1 -0.95 -1.32 -7.86 -3.61 -2.93 -1.89

-13.1 -541.2 -80.5 -74.2 -25.7 -43.3 -47.3 -59.3 -5.72 -6.29 -20.09 -11.50 -10.44 -8.12
-14.6 -380.2 -326.1 -273.6 -63.4 -149.2 -165.7 -207.3 -0.17 -0.39 -5.00 -1.55 -1.29 -0.83

Avg. -115.9 -120.2 -100.6 -30.2 -59.7 -65.5 -81.5 0.04 -0.15 -2.84 -0.94 -0.77 -0.42
-5.7 113.0 236.4 199.9 73.1 135.1 145.6 177.0 0.52 0.43 -0.55 0.16 0.22 0.36

-7.1 106.7 256.4 215.7 71.4 136.4 150.7 188.6 0.58 0.51 -0.49 0.22 0.29 0.43
-8.7 134.9 226.0 184.8 54.9 107.0 121.4 156.9 0.40 0.27 -1.46 -0.26 -0.11 0.14

-10.1 3.4 184.4 154.1 41.4 81.8 95.0 126.8 0.98 0.98 0.92 0.96 0.96 0.97
-11.5 81.5 151.6 127.4 31.9 62.8 74.3 102.2 0.46 0.36 -1.56 -0.30 -0.10 0.20

-13.1 540.6 176.8 162.9 39.6 79.0 94.1 130.3 -2.06 -2.32 -12.65 -5.84 -4.74 -3.15
-14.6 330.8 630.0 528.6 177.3 326.3 340.7 400.6 0.48 0.37 -0.87 -0.01 0.03 0.17

Avg. 128.4 280.8 235.0 75.0 141.6 154.6 192.0 0.54 0.45 -0.71 0.09 0.17 0.33

X(m)

q SSy

q SSx

meas.

(m2/year)

Predictions (m2/year)

(A) (B)
(C) (C)

relative error (µ)

(A) (B)
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(Test 1) does not have such a prominent peak around the bar-crest. The presentmodel captures this feature reasonably well. This feature, i.e. the difference betweenplunging and spilling breakers will be discussed in the following Section.5.6.4 Total Sediment TransportIn this Section, we compare the bedload and suspended sediment transport and dis-cuss the relative contributions of these components to the total sediment transport.Effect of the breaker type, i.e. plunging or spilling, on the sediment transport rate isalso discussed in the comparisons of the longshore sediment transport rates.Cross-Shore Sediment Transport (CSST)Figures 5-24 and 5-25 show the cross-shore distributions of bedload (thin full line),suspended load (dashed line) and the total sediment transport rates (heavy full line)in the cross-shore directions for Test 1 and Test 3, respectively. In the figures, pre-dictions are based on case (B), in which the wave shear stress, τws (t), is determinedby (5.8), i.e. τws (t) ∼ ubw (t), and the shore-ward sediment transport rates are takenpositive. As seen in the figures, both bedload and suspended load transports are inthe sea-ward direction and the resulting total sediment transport is therefore awayfrom the shore. Since the beach profiles of both Test 1 and Test3 reached an “equi-librium” state in the experiments, the net cross-shore sediment transport should beclose to zero. An equilibrium state requires the model’s predictions to have a shore-ward sediment transport that balances the sea-ward sediment transport. One of theprimary components that contribute to balancing the sea-ward sediment transportmay be the “mean wave-associated suspended load” discussed in Section 5.3, whichwe are not currently considering in our model. For example, Kobayashi and Tega(2002) showed in their experiments that the mean wave-associated suspended sedi-ment transport in the shore-ward direction balances the mean suspended sedimenttransport rate in the sea-ward direction.As seen in Figures 5-11 and 5-12, accounting for skewness of the non-linear near-228



bottom wave orbital velocity produces a significant contribution to a shore-ward bed-load sediment transport. In this sense, evaluation of non-linear wave effects maysignificantly affect the cross-shore balance of the sediment transport rate. Figures5-26 and 5-27 show the same comparisons as those in Figures 5-24 and 5-25 but thepredictions are based on case (C), in which the wave shear stress is obtained by (5.9),i.e. τws (t) ∼ |ubw (t)|ubw (t). As seen in the Figures 5-26 and 5-27, the non-linearityeffects significantly increase the shore-ward net bedload transport and the resultingtotal cross-shore sediment transport rate approaches zero both in Test 1 and Test 3over the major part of the surf zone except near the shoreline for both Test 1 andTest 3 and near the bar-crest for Test 3.For the plunging breaker case (Test 3), sinceHrms/h becomes largest near the bar-crest, relatively strong skewness and the asymmetry of the non-linear near-bottomwave orbital velocity are expected. Asymmetry, i.e. rapid rise of the shore-ward waveorbital velocity is associated with the acceleration momentum forcings. Effect of ac-celeration on bedload transport has recently been considered (Drake and Calatoni,2001; Hoefel and Elgar, 2003) and would lead to a shoreward transport contributionwhere the wave asymmetry is the most pronounced. As seen in Figure 2-22, mea-sured and predicted Tc/T is locally smallest near the bar-trough (X ≃ −14m). Thesmall Tc causes the rapid rise of the shore-ward wave orbital velocity and thereforeyields the strong wave asymmetry. We do not account for this effect in our bedloadtransport model. In fact, given the negligible effect of fluid acceleration on bedloadtransport inferred from Madsen’s (1991) analysis of the mechanics of bedload trans-port, we do not believe that accounting for fluid accelerations would greatly improvethe predictions of a seaward net bedload transport around the bar-crest. However,given the short time of the rise in velocity prior to maximum orbital velocity wouldresult in a thinner bottom boundary layer thickness as maximum ubw is reached andthis effect would vary the friction factor, fcw, although our model employs a constantfcw based on a periodic wave of period T . If one were to account for the different timescales for accelerations, i.e. Tc when ubw rises from ubmin to ubmax, and T − Tc whenubw decreases from ubmax to ubmin, one would then expect larger friction factors and229



therefore the larger bottom shear stress when τbws is shore-ward and the smaller shearstress when τbws is sea-ward. This effect would produce an increase in shore-ward netbedload transport.The major sea-ward transport contribution near the bar-crest in Figure 5-25 isthe suspended sediment transport due to considerably larger sediment concentra-tions. Since the suspended sediment concentration is large, we could also expect thelarge shoreward transport contributions due to wave-associated mean suspended loadtransport.Both for spilling and plunging waves (Test 1 and Test 3) a net seaward transportis predicted in the swash zone, i.e. immediately before the shore line (Figures 5-24and 5-25). As seen in Figures 2-21 and 2-22, predicted and measured non-linear waveparameters, u∗c/Ub∗ and Tc/T show relatively weak non-linear wave effects. Therefore,the lack of shore-ward sediment transport may be due to the other mechanisms. Forexample, our model does not account for the swash zone hydrodynamics while theswash zone hydrodynamics such as wave run-ups and the varying mean water leveldue to surf beats could have considerable effects on the cross-shore sediment transportprocesses.Further modifications of and additions to the model for evaluations of non-linearwave, wave-associated suspended sediment transport and hydrodynamics and sedi-ment transport processes in the swash zone, are therefore called for in order to accu-rately evaluate the cross-shore balance of sediment transport rates on an equilibriumbeach.Long-Shore Sediment Transport (LSST)In contrast to the cross-shore sediment transport, we showed in the preceding sectionsthat the longshore sediment transport is predominantly determined from the meancurrent component both in the bedload and suspended load and the effect of thewave-associated transport components are negligibly small in the longshore directiondue to the small angle of wave incidence. Figures 5-28 and 5-29 show the cross-shore distributions of the predicted bedload (thin full line), suspended load (dashed230
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Figure 5-24: Cross-shore distributions of the measured cross-shore suspended sedi-ment transport rates (open circles) and the predicted bedload (thin full line), sus-pended load (dashed line), and the total sediment transport rate (heavy full line) inthe cross-shore direction for Test 1. (prediction case (B) τws (t) ∼ ubw (t))
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Figure 5-26: Cross-shore distributions of the measured cross-shore suspended sedi-ment transport rates (open circles) and the predicted bedload (thin full line), sus-pended load (dashed line), and the total sediment transport rate (heavy full line) inthe cross-shore direction for Test 1. (prediction case (C), τws (t) ∼ |ubw (t)| ubw (t))
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line) and the total longshore sediment transport rate (LSST, heavy full line), forTest 1 and Test 3, respectively. In the Figures, circles are the measured suspendedsediment transport rates obtained in the previous section and the triangles are themeasured total LSST obtained from the volumes collected in the sand-traps installedat the downstream end of the straight beach in the LSTF (Wang et al., 2002). Asseen in Figure 5-28 at Station 3 (X ≃ −13m), the measured longshore suspendedsediment transport rate (≃170 m2/year) is about four times larger than the total LSST(≃40m2/year). Similarly in Figure 5-29, the measured longshore suspended sedimenttransport at Station 3 (≃540 m2/year) is larger than the total LSST (≃500 m2/year).As discussed in the previous section, the estimation of the “measured” suspendedsediment transport rates are rough because these values were obtained by integratingthe products of the measured suspended sediment concentration and the measuredcurrent velocity. However, the estimated suspended sediment transport rates appearto be consistent with the measured total LSST except at Station 3. This is the reasonwhy we suggested in the previous section that the measured concentration at Station3 may be unreliable.The model predicts peaks of the LSST near the shore-line for both Test 1 and3 and the pronounced peak near the bar crest for Test 3. Near the shore-line, themodel under-predicts the amount of peak LSST for Test 3 while it predicts nearly thesame quantity as the measured peak LSST for Test 1. The under-prediction of theLSST near the shore-line may be partially due to the swash-zone transport, which ourmodel does not explicitly account for. Surf-beat effects may be another reason for theobserved under-predictions. In fact, the measured peaks of the LSST for both Test 1and Test 3 are land-ward of our predicted shore-line, where the predicted mean waterlevel and the beach elevation intersect. In order to explain the longshore sedimenttransport above the mean water level, the model must account for the swash-zonehydrodynamics such as wave run-up and low-frequency fluctuation of the mean waterlevel due to surf-beat effects.Although the model predicts the peak near the bar-crest for Test 3, the cross-shorerange of the peak is narrower than the one measured and the model under-predicts the235



total LSST near Station 3. As discussed in the comparisons of suspended sedimentconcentrations, the under-prediction of the suspended sediment transport at Station3 may be improved if the lateral flux of the sediments due to advections and diffusionsare accounted for.Tables 5.5 and 5.6 summarize the measured and predicted local total LSST at eachcross-shore location and the total LSST integrated over the cross-shore (x) directionand their relative errors for Test 1 and Test 3, respectively. The predictions are basedon all diameter size classes (case iv) and (A), (B) and (C) in Tables 5.5 and 5.6are predictions when wave-associated shear stress, τws (t), is determined by τws (t) ∼cos ωt, τws (t) ∼ ubw (t), and τws (t) ∼ |ubw (t)|ubw (t), respectively. Similar to thecomparison of suspended sediment transport rates, relative errors, µ, are normalizedby each prediction, i.e. µ = 1 − qy,meas./qy,pred.. Table 5.7 summarizes the numberof data points whose relative errors fall within 30, 50, and 65% for the predictions(C) for Test 1 and Test 3, respectively. The total number of data points are twentyincluding two locations above the mean water level, where the model predicted zerosediment transport rates. In the rest of 18 locations, as summarized in Table 5.7,only one location is above 65%-error for Test 1 and two locations are above 65%-error for Test 3 (X = −16.9 (m) for Test 1 and X = −13.1 (m), −3.4(m) for Test3). In Test 1, both predicted and measured LSST at X = −16.9 (m) are very smallcompared to the other locations and hence the relatively large error at this point doesnot affect the predictive skill of the total LSST. In Test 3, X = −3.4 (m) is near theshore line and X = −13.1 (m) is at Station 3 where the model under-predicts thesuspended sediment transport rates. As discussed in the comparisons of suspendedsediment concentrations, this under-prediction may be improved by accounting forlateral suspended sediment fluxes due to diffusion and advections. The model alsopredicts the reasonable total LSST whose relative errors are 22% for Test 1 and -11%for Test 3.Finally, Figure 5-30 compares Test 1 and Test 3 in terms of the cross-shore dis-tributions of the bedload and suspended sediment transport rates. Table 5.8 showspredicted net bedload and suspended longshore sediment transport rates integrated236
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Table 5.5: Measured and predicted local LSST and the total LSST integrated over thecross-shore (x) axis and their relative errors (Test 1, spilling breakers). Predictions arebased on (A) τws (t) ∼ cos ωt, (B) τws (t) ∼ ubw (t), and (C) τws (t) ∼ |ubw (t)|ubw (t).
meas. (A) (B) (C) (A) (B) (C)

-2.1 7 0 0 0

-2.7 230 0 0 0
-3.4 326 240 231 207 -0.36 -0.42 -0.58

-4.1 201 363 342 303 0.45 0.41 0.34
-4.9 129 197 197 170 0.35 0.35 0.24

-5.6 105 204 211 181 0.49 0.50 0.42
-6.4 92 225 234 199 0.59 0.61 0.54

-7.1 91 239 250 212 0.62 0.63 0.57
-7.9 86 238 250 211 0.64 0.66 0.59

-8.6 97 221 233 195 0.56 0.58 0.50
-9.4 94 192 203 169 0.51 0.54 0.45

-10.1 89 157 167 138 0.43 0.47 0.35

-10.9 72 122 130 107 0.41 0.44 0.33
-11.6 52 89 95 79 0.41 0.45 0.34

-12.4 47 53 58 50 0.11 0.19 0.04
-13.1 40 39 44 39 -0.02 0.09 -0.01

-13.9 52 41 46 41 -0.27 -0.13 -0.25
-14.6 39 61 66 58 0.35 0.41 0.32

-15.4 33 60 64 54 0.46 0.49 0.40
-16.9 16 1 2 3 -10.31 -6.12 -4.86

Total 1424 2060 2121 1816 0.31 0.33 0.22

X(m)
q y  (m2/year) relative error (µ)
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Table 5.6: Measured and predicted local LSST and the total LSST integratedover the cross-shore (x) axis and their relative errors (Test 3, plunging breaker).Predictions are based on (A) τws (t) ∼ cosωt, (B) τws (t) ∼ ubw (t), and (C)τws (t) ∼ |ubw (t)|ubw (t).
meas. (A) (B) (C) (A) (B) (C)

-2.1 512 0 0 0

-2.7 726 0 0 0
-3.4 125 482 483 433 0.74 0.74 0.71

-4.1 138 174 140 127 0.21 0.02 -0.09
-4.9 101 175 149 136 0.42 0.32 0.26

-5.6 88 317 275 248 0.72 0.68 0.65
-6.4 132 338 286 254 0.61 0.54 0.48

-7.1 98 351 303 269 0.72 0.67 0.63
-7.9 120 379 323 284 0.68 0.63 0.58

-8.6 103 318 269 234 0.68 0.62 0.56
-9.4 96 269 231 200 0.64 0.58 0.52

-10.1 113 252 219 187 0.55 0.48 0.40

-10.9 119 234 208 177 0.49 0.43 0.33
-11.6 128 201 178 150 0.37 0.28 0.15

-12.4 197 177 160 133 -0.12 -0.23 -0.48
-13.1 501 236 224 187 -1.12 -1.24 -1.67

-13.9 792 778 756 671 -0.02 -0.05 -0.18
-14.6 626 751 642 499 0.17 0.02 -0.25

-15.4 439 431 373 290 -0.02 -0.18 -0.51
-16.9 40 37 37 35 -0.09 -0.07 -0.15

Total 3896 4571 4081 3510 0.15 0.05 -0.11

X(m)
q y  (m2/year) relative error (µ)

Table 5.7: Number of data points (out of 18 measured locations) whose relative errorsfall within specified error ranges for the prediction case (C).|error| < 30 30 ∼ 50 50∼65 65 <Test 1 4 8 5 1Test 3 6 4 6 2240



over the entire cross-shore range, QSBy and QSSy, and also shows predicted and mea-sured total integrated LSST, QSy, for both Test 1 and Test 3, respectively. In bothcases, incident wave heights are nearly the same but Test 3 has longer waves than Test1. Therefore the breaker types for the two cases are different, i.e. spilling breakers forTest 1 and plunging breakers for Test 3. Thus, by comparing the predicted sedimenttransport characteristics between Test 1 and Test 3, one can see the influence of thebreaker types on the sediment transport characteristics. As seen in Figure 5-30, thelongshore bedload transport rates are nearly the same in Test 1 and Test 3 exceptaround the bar-crest (X ≃ −14m), where the bedload transport in Test 3 is about100m2/year larger than in Test 1. As seen in Table 5.8, predicted QSBy increasesby about 30% from Test 1 to Test 3. On the other hand, Test 3 (plunging breaker)yields significantly larger suspended sediment transport rate than Test 1 around thebar crest and the predicted QSSy for Test 3 becomes more than twice as large as theone for Test 1 as seen in Table 5.8. In the vicinity of the bar crest, the referenceconcentration, which determines the magnitude of the suspended sediment concen-trations, also increases from Test 1 to Test 3 (see Figures 5-17 and 5-18). However,the increase of the reference concentration is at most 30% while the suspended sedi-ment transport rates in this vicinity for Test 3 are about 20 times larger than thosefor Test 1. We also observed that the predicted longshore current velocities are ofthe same order of magnitude for Test 1 and Test 3 (Figures 4-23 and 4-24). Fromthese observations, one can deduce that the primary contribution to the significantincrease of the suspended sediment transport in the bar-crest vicinity for the plungingbreaker case is the increased turbulence due to the broken waves. In Test 3, mostwaves abruptly break on the bar crest and therefore yield strong turbulence intensi-ties in the water column. This strong turbulence keeps larger amounts of sedimentsuspended in the water column and therefore increases the suspended sediment trans-port rate. The present model reasonably explains the increase of suspended sedimenttransport rates associated with plunging breakers.From Table 5.8, the contributions of the suspended sediment transport to thetotal LSST is about 60% for Test 1 and about 70% for Test 3. In the natural field,241
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waves may be much larger than those observed in the LSTF experiments while thebottom sand grain may be as large as those applied in the experiments. Thus weexpect that the relative sediment grain size in the field becomes finer than those inthe experiment. The contribution of the suspended sediment transport to the totalLSST is therefore expected to be dominant for most field conditions.5.7 Summary and ConclusionMaking use of the present near-shore hydrodynamics model, we extend the concep-tual bedload sediment transport model and associated suspended sediment transportmodel (Madsen, 2001) to predictions for the local sediment transport rate in the surfzone. The surf zone hydrodynamic characteristics were accounted for in the presentsediment transport model. For instance, increase of the turbulent eddy diffusivitydue to broken waves changes the suspended sediment concentrations and the forcebalance of broken waves and surface rollers affect the bottom current shear stress.The model was applied to the LSTF experiments, in which random waves areobliquely incident on a long, straight beach with a movable sand bed. The wavenon-linearity and the bottom slope had significant influence on the bedload sedi-ment transport rate in the cross-shore direction while neither of these characteristicshad a significant influence on predictions of the longshore sediment transport rateand the reference concentrations for suspended load. Accounting for multiple grainsize-classes, the predictions of the suspended sediment concentration profiles wereimproved considerably over those obtained for a single grain size, Dn50.In the cross-shore (x) direction, the predicted mean suspended sediment transportrate agreed well with the measurements. The mean error of the predicted meansuspended sediment transport rate was about 15%. We also investigated the cross-shore balance of the total sediment transport on the equilibrium beach for Test 1 andTest 3. The non-linear wave effects significantly affected the cross-shore balance of thetotal sediment transport. Further model modifications and additional considerationsare required in order to explain the cross-shore balance of the sediment transport on243



equilibrium beaches especially in the swash-zone.In the shore-parallel (y) direction, the model predicted peaks of LSST near theshore line both for Test 1 and Test 3 and the peak near the bar-crest for Test 3.The model slightly under-predicted the peak LSST near the shore-line for both Test1 and Test 3. Since the measurements contain relatively large LSST land-ward theshore-line, i.e. above the predicted mean water level, some modifications for swash-zone hydrodynamics, such as wave run-up and surf-beat effects, may be required toimprove the model predictions near the shore-line. Comparing the predicted LSSTfor Test 1 and Test 3, the present model reasonably explained the significant increaseof the suspended sediment transport due to the plunging-type breaking waves. Al-though the model reasonably predicted the peak LSST near the bar-crest for Test 3,the predicted cross-shore extent of the peak was somewhat narrower than the mea-surements and the model under-predicted the LSST around the bar trough. Thisunder-prediction may be improved by accounting for the lateral sediment flux dueto advections and diffusions. Finally, quantitative predictive skills of the model wasexamined by comparing measured and predicted total LSST integrated over the cross-shore transects and the local suspended sediment transport rates. The mean errorsof the predicted suspended sediment transport rates were about 30% in the longshore(y) direction both for Test 1 and Test 3. The error of the total LSST was about 22%for Test 1 and -11% for Test 3.The model does not contain any empirical fitting coefficients except the resuspen-sion parameter for the reference concentration model. The resuspension parameterwas obtained from the separate experiments for unidirectional steady flows. Consid-ering these facts the overall predictive skills of the model are considered good in itsability to capture both quantitative and qualitative features of longshore sedimenttransport along long, straight beaches.
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Chapter 6

Summary and Concluding RemarksIn Chapter 2, we developed a model for predictions of nearshore wave characteristics.Numerical experiments with weakly non-linear periodic waves shoaling across a planesloping bottom were used to establish simple expressions relating non-linear wavecharacteristics to those obtained when the waves were shoaled according to linearwave theory. Using the obtained expressions, non-linear wave characteristics maybe reconstructed from knowledge of the characteristics of their linear equivalent. Toobtain this knowledge a model, based entirely on linear wave theory, was developedfor the evolution of wave heights as periodic waves travel from deep water up to theirbreaking point and as broken waves on into the surf zone where they dissipate theirenergy. Since this model for shoaling, breaking, and broken periodic waves is basedon linear theory, a simple extension to random narrow-banded spectral waves waspresented.The excellent predictive skills of the model, in terms of its prediction of measured,and therefore non-linear, wave heights in the vicinity of the breaking point and insidethe surf zone were demonstrated for periodic waves normally incident on a planebeach, random waves normally incident on a barred concrete beach, and random wavesof small oblique incidence on barred movable bed beach profiles. The model was alsoshown to be successful in predicting non-linear characteristics (magnitude, skewnessand asymmetry) of the near-bottom wave orbital velocity around the breaking pointand inside the surf zone. 245



The present wave model is simple to apply because it is based on linear wavetheory and the concept of an equivalent linear wave. Since the equivalent linear waveconserves energy flux the present model should be particularly well suited for the eval-uation of radiation stresses driving long-shore and cross-shore currents. Combinedwith the surface roller model, this anticipation was supported by the demonstratedability of the present model to accurately predict wave set-up for both periodic andrandom waves. Furthermore, the model’s demonstrated ability to predict near-bottomorbital velocity features, which are of utmost importance in evaluation of flow resis-tance and sediment transport processes, suggests its suitability for adoption in modelsfor hydrodynamic and sediment transport processes in the surf zone.The concept of the surface roller was introduced in Chapter 3 to improve predic-tions of depth-averaged undertow velocity and wave set-up. Physical characteristicsof the surface roller were determined as functions of the surface roller energy, Esr,and an energy balance equation, which is consistent with the present wave model,was developed to capture the spatial evolution of the surface roller energy. A simpleextension of the model to random waves was also proposed.The validity of the model was tested against experimental data for periodic andrandom waves incident on plane uniformly sloping beaches with various slopes andrandom waves incident on a barred beach. Through comparisons of the predictedwave heights, wave set-up and depth-averaged undertow, excellent agreement verifiedthe predictive skills of the model. It should be emphasized that no empirically fittedcoefficient was applied in the present surface roller model.The surface roller also had significant effects on the nearshore mean current ve-locity. Near the breaking point, for example, growing surface roller energy yields sea-ward acting momentum force and this force explained the sea-ward-leaning profiles ofthe undertow velocity observed near the breaking point. In the shore-parallel direc-tion, the surface roller force balances the wave radiation stress force at the breakingpoint and gives a continuous longshore force across the breaking point. Some distanceinside the surf zone, surface roller energy, Esr, starts to decrease and the surface rollerincreases the longshore momentum force inside the surf zone. This feature shifts the246



peak of the longshore current velocity shoreward.In Chapter 4, we developed the near-shore mean shear current model. The near-shore mean current fields were determined from 2DH momentum equations integratedabove the trough level and over the entire depth, respectively. Vertical profiles ofthe mean shear currents are analytically determined from a simple turbulent eddyviscosity model and a linearly varying mean shear stress obtained from the trough-level and the bottom shear stresses. Closed form solutions for the mean currentvelocity profiles were obtained and integrated to yield explicit expressions for forcingsneeded in the integrated momentum equations. This feature dramatically reduces thecomputational load for numerical applications of the model. The present near-shorecurrent model is also applicable to random waves by using external forcings andvolume fluxes for waves and surface rollers determined from our wave and surfaceroller models for random wave applications. Although we here limited the modelapplication to long, straight beach conditions, the model concepts can be extendedto arbitrary beach profiles including along-shore variability.In the cross-shore (x) direction, forces due to the hydrostatic pressure, wave radi-ation stress, and the surface roller dominate the other forces such as bottom frictionshear stress and mean-current-associated convective acceleration forces. Reasonablepredictions of the wave set-up and set-down are therefore obtained from the forcebalance equations without bottom shear stress.In the shore-parallel (y) direction, in contrast, mean-current-associated convectiveacceleration forces were comparable to the wave and the surface roller forces. In thedepth-integrated momentum equations, similar to Svendsen and Putrevu’s (1994)model, the mean-current-associated forces, such as the current-current, wave-currentand surface roller-current interactions, had significant effects to disperse the longshorecurrent velocity and, coupled with the surface roller model, to shift the peak ofthe longshore current velocity toward the shoreline. These mean-current-associatedforces dominate the lateral mixing term due to turbulence and allow us to avoid anempirical lateral mixing to obtain smoothly varying near-shore current fields. Thepresent model also accounted for the mean-current associated forces in the momentum247



equations above the trough level and the trough shear stress obtained in this mannershifted the peak of the longshore current velocity further inside the surf zone andimproved the predictive skills of the longshore current velocity profiles on the planebeach.The modified Madsen (1994) wave-current bottom boundary layer model wasadopted to specify the bottom boundary conditions for the near-shore current model.The application of Madsen’s (1994) bottom boundary layer model reduces the specifi-cation necessary to evaluate the bottom shear stress term in the momentum equationsto a specification of the bottom roughness. This bottom roughness may be known,e.g. in laboratory experiments with fixed-bed roughness, or it may be estimated formovable bed conditions, such as rippled or sheet flow beds, by introducing the equiv-alent bottom roughness through empirically determined relationships as functions ofbottom sediment and flow characteristics. Some of these equivalent bottom roughnessmodels were reviewed and adopted for computations.Predictive skills of the near-shore current model were examined through compar-isons with experimental data for periodic or random waves normally or obliquelyincident on uniform plane and barred beaches. The validity of the adoption of themodified Madsen (1994) wave-current bottom boundary layer model was confirmedby comparing predicted depth-averaged longshore current velocity with experimentaldata by Visser (1991), in which both smooth concrete and gravel beaches were sub-jected to identical periodic incident wave conditions. The model successfully predictsthe decrease of the longshore current velocity due to the increase in bottom rough-ness. From the model comparison with Visser’s (1991) experiments, we observed thatthe longshore current velocity is sensitive to the value of the bottom roughness, kN , ifthis is varied by an order of magnitude or more. Therefore, we can expect reasonablepredictions of the longshore current velocity if we know the bottom roughness withinan order of magnitude accuracy.The model was also applied to the LSTF experiments with movable sand bed, inwhich the bed conditions are in a “break-off” range, i.e. intermediate to equilibrium(2D) ripples and sheet flow. The model with the sheet flow roughness slightly over-248



predicted the longshore current velocity while it under-estimated with kN = kNR ≃ηr = the ripple height, which is about an order of magnitude larger than the sheetflow roughness.No parameter was fitted against any near-shore mean current data. In the en-tire nearshore hydrodynamics models, the only parameters empirically fitted againstexperimental data were (i) the breaking criteria, (uc/C)b, (ii) the dissipation con-stant for broken waves, Kb, and (iii) the equivalent bottom roughness for a movablebed, kN (Herrmann, 2004). For the fixed bed plane beach condition, predictive skillsof the present model are still comparable to those of the best-fit classical Longuet-Higgins’ (1970) longshore current model, in which the optimum empirical coefficientsfor the lateral dispersion, N , and the bottom friction, Cf , were calibrated. It shouldbe pointed out that the movable bed roughness was separately obtained from steadyflow experiments. Considering these facts, quantitative predictive skills of the long-shore current model for the movable bed condition, whose mean prediction error ofthe depth-averaged longshore current velocity was O (10%), are also reasonably good.Finally in Chapter 5, we introduced the predicted near-shore hydrodynamic char-acteristics and extended the conceptual bedload and suspended load sediment trans-port models (Madsen, 2001) to predictions for the local sediment transport rates inthe surf zone. In this manner, the surf zone hydrodynamic characteristics were ac-counted for in the present sediment transport model. For instance, the increase ofthe turbulent eddy diffusivity due to broken waves changes the suspended sedimentconcentrations and the force balance of broken waves and surface rollers affect thebottom current shear stress.The model was applied to the LSTF experiments. The wave non-linearity and thebottom slope had significant influence on the bedload sediment transport rate in thecross-shore direction while neither of these characteristics had pronounced contribu-tions to the longshore sediment transport rates and the reference concentrations forsuspended load. Accounting for multiple grain size-classes, the predictive ability forthe suspended sediment concentration profiles was considerably improved over justusing a single grain size, D50. 249



In the cross-shore (x) direction, the predicted mean suspended sediment transportrate agreed well with the measured experimental data. The mean error of the pre-dicted mean suspended sediment transport rate was about 15%. We also investigatedthe cross-shore balance of the total sediment transport on the equilibrium beach forTest 1 and Test 3. The wave non-linearity significantly affects the cross-shore balanceof the total sediment transport and further refinements of the model for appropriateevaluations of non-linear wave effects are called for. Both for Test 1 and Test 3,predicted shore-ward bedload transport rate due to the skewness of the non-linearwave orbital velocity balanced with the sea-ward mean suspended sediment trans-port rates and yielded near-zero total cross-shore sediment transport rates in the surfzone. However, the sea-ward suspended sediment transport dominated the shore-wardbedload sediment transport due to wave non-linearity and yielded relatively large sea-ward transport rates near the swash zone for both Test 1 and Test 3 and near thebar-crest for Test 3, where the model predicted considerable suspended sediment con-centrations due to the intensive turbulence caused by plunging-type broken waves.Therefore, in order to explain the cross-shore balance of the sediment transport on theequilibrium beaches, we require further model modifications and additional modelingsthat account for the swash-zone hydrodynamics and wave-wave suspended sedimenttransport.In the shore-parallel (y) direction, in contrast to the shore-normal (x) direction,wave non-linearity has a negligible effect on the mean sediment transport rates be-cause the waves propagate near-normal to the straight shore line. The model predictedpeaks of LSST near the shore line both for Test 1 and Test 3 and the peak near thebar-crest for Test 3. The model, however, under-predicted the peak LSST near theshore-line for both Test 1 and Test 3. Since the measurements contains relatively largeLSST land-ward the shore-line, i.e. above the predicted mean water level, the modelmay require additional modeling for swash-zone hydrodynamics such as wave run-up and surf-beat effects in order to improve the predictive skills near the shore-line.Comparing the predicted LSST for Test 1 and Test 3, the present model successfullyexplained the significant increase of the suspended sediment transport due to the250



plunging-type breaking waves. Although the model reasonably predicted the peakLSST near the bar-crest for Test 3, the cross-shore range of the peak was slightlynarrower than shown by the measurements and the model under-predicted the LSSTaround the bar-trough. This under-prediction may be improved by accounting for thelateral sediment flux due to advections and diffusions. Finally, quantitative predictionskills of the model were examined by comparing the model predictions with measuredtotal LSST integrated over the cross-shore transects and the local suspended sedimenttransport rates. The mean prediction errors of suspended sediment transport rateswere 24% for Test 1 and 33% for Test 3, in which O (10%)-over-predictions of thepredicted longshore current velocity were included. Qualitative prediction skills ofthe model for the cross-shore distributions of LSST were also examined by comparingthe predicted and measured local LSST at 20 cross-shore locations. Out of 20 points,which contain 3 points above the mean water level where the model yielded zeroLSST, 12 and 10 points were within 50%-error for Test 1 and Test 3, respectively,and 16 points were within 65%-error for both Test 1 and Test 3. The error of the totalintegrated LSST was about 22% for Test 1 and -11% for Test 3. The model does notcontain any empirical fitting coefficients except the resuspension parameter for thereference concentration model. The resuspension parameter was obtained from theseparate experiments for unidirectional steady flows. Moreover, the model assumedsheet flow bed conditions although in the LSTF experiments the bed was covered byrounded ripples. Considering these facts the overall predictive skills of the model areconsidered good in its ability to capture both quantitative and qualitative features oflongshore sediment transport along long, straight beaches.Based on the conceptual sediment transport model (Madsen, 2001) and the presentnear-shore hydrodynamics model, we predicted both bedload and suspended load sed-iment transport rates for the LSTF experiments, the “intermediate” scale experimentsto natural field and laboratories. In the LSTF experiments, the bed conditions arein a “break-off” range, i.e. between equilibrium (2D) rippled bed and sheet flow.bedconditions. The predicted contribution of the longshore suspended sediment trans-port to the total LSST was about 60% for Test 1 and about 70% for Test 3. In the251



larger scale natural field, waves may be much larger than those observed in the LSTFexperiments while the bottom sand grain may be about the same size as those appliedin the experiments. In the field, therefore, the bed should prefominantly be the sheetflow condition and the relative sediment grain size should become finer than thosein the LSTF experiment. The contribution of the suspended sediment transport tothe total LSST is thus expected to be dominant for most field conditions. In thissense, we should more focus on the investigation of suspended sediment transportsin order to accurately capture the sediment transport features and resulting beachmorphology changes in the field.
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Appendix A

Derivation of Expressions for
Trough and Bottom Shear StressIn most depth-averaged near-shore mean current models, depth-integrated momen-tum equations are commonly applied to define the relationship between bottom shearstress and other forces such as those due to wave radiation stresses, mean pressure,and mean current advections. Similar to Svendsen and Putrevu’s (1994) approach,the present model accounts for the advective momentum force associated with meancurrents. Svendsen and Putrevu (1994) showed, from their numerical application,that this feature reasonably explains distributions of the longshore current velocity inthe cross-shore direction without introducing any empirical lateral eddy viscosity ordispersion coefficient. The most significant difference between the present derivationsand those of Svendsen and Putrevu (1994) is that the present model also evaluates themean shear stress at the wave trough level from the momentum equations integratedabove the wave trough.A.1 Pressure ForceThe vertical momentum equation in the fluid readsρ(∂w∂t + ∂uw∂x + ∂vw∂y + ∂w2∂z )253



= −∂p∂z − ρg + ∂τxz∂x + ∂τyz∂y + ∂τzz∂z (A.1)With the vertical axis, z, set to zero, i.e., z = 0 at the still water level, integrating(A.1) from wave trough level, z = ztr, to the free surface, z = η yields, with applicationof Leibnitz’ rule, ρ [ ∂∂t ∫ ηztr wdz + ∂∂x ∫ ηztr uwdz + ∂∂y ∫ ηztr vwdz]−ρwη {∂η∂t + uη ∂η∂x + vη ∂η∂y −wη}+ρwtr (utr ∂ztr∂x + vtr∂ztr∂y − wtr)= −pa + ptr − ρg (η − ztr)+ ∫ ηztr ∂τxz∂x dz + ∫ ηztr ∂τyz∂y dz + τzz,η − τzz,tr (A.2)where subscripts, η and tr, denote values at the free surface and at trough level,respectively. Terms in { } = 0 by virtue of the kinematic free surface boundarycondition and pa is air pressure at the free surface. Rearranging (A.2) yields thepressure at the trough levelptr = pa + ρg (η − ztr)+ρ [ ∂∂t ∫ ηztr wdz + ∂∂x ∫ ηztr uwdz+ ∂∂y ∫ ηztr vwdz − w2tr]+ρwtr (utr∂ztr∂x + vtr ∂ztr∂y )− ∫ ηztr ∂τxz∂x dz − ∫ ηztr ∂τyz∂y dz − τzz,η + τzz,tr (A.3)A.2 Some simplificationsWe separate the fluid velocity into mean and wave components according to(u, v, w) = (U, V,W ) + (ũ, ṽ, w̃) (A.4)254



In terms of order of magnitude, we allow the horizontal mean current velocity to becomparable to wave orbital velocities, i.e.O (U ) = O (V ) = O (ũ) = O (ṽ) (A.5)In the vertical direction, however, we assume the horizontal length-scale for waves(Lw) to be considerably smaller than that of mean currents (Lm), and thereforeassume O (W ) = O (Uh/Lm)≃ LwLmO (ũh/Lw) = LwLmO (w̃)≪ O (w̃) (A.6)Since we are concerned with near-shore waters the waves approach long waves andw̃ is already quite small. Thus O (W ) < O (w̃) is sufficient to support the neglect ofvertical mean current components from the dynamic pressure.Viscous stresses are assumed to be exclusively due to mean current components,for instance, τzx = ρν ∂U∂z (A.7)and, as customary, normal viscous stresses are neglected, i.e.τzz ≈ 0 (A.8)since these appear together with and are dominated by hydrostatic pressures.Since W is assumed to be small, shear stresses due to horizontal variance of Ware also small, i.e., ∂τxz∂x , ∂τyz∂y ≪ ∂τzi∂z (A.9)Much of our attention will focus on near-surface conditions, i.e. z ≥ ztr. In thisproximity of the surface we assume wave orbital velocities and horizontal mean currentvelocities to be sufficiently accurately represented by a ”surface value” independent255



of z, i.e. (ũ, ṽ, w̃) ≃ (ũs, ṽs, w̃s) (z ≥ ztr) (A.10)and (U, V ) = (Us, Vs) (z ≥ ztr) (A.11)Finally, we assume wave motions to be simply represented by linear wave theory, i.e., ũsṽs̃wsη̃  =  ûs cosϕv̂s cosϕŵs sinϕa cosϕ  (A.12)where ϕ = kxx+ kyy−ωt is the wave phase, a = H/2 is the wave amplitude, and ûs,v̂s, and ŵs are amplitudes of wave orbital velocities in the respective directions. Thefree surface elevation, η, and the trough level, ztr, in (A.3) are therefore expressedas ztr = η̄ − a, which is not a function of time as already anticipated in (A.2), andη = η̄ + a cosϕ, where η̄ is the mean water level, i.e. the set-up.A.3 Mean PressureInvoking the assumptions stated in the previous section, (A.3) may be simplified toread p = pa + ρg (η − ztr)+ρ [ ∂∂t ∫ ηztr w̃sdz + ∂∂x ∫ ηztr (Us + ũs) w̃sdz+ ∂∂y ∫ ηztr (Vs + ṽs) w̃sdz − w̃2s]+ρw̃s ((Us + ũs) ∂ztr∂x + (Vs + ṽs) ∂ztr∂y ) (A.13)256



where the integrations are readily carried out since the integrands, by virtue of (A.10)and (A.11), are assumed constant, e.g.∫ ηztr w̃sdz = w̃s (η − ztr)= ŵsa sinϕ (1 + cosϕ) (A.14)Mean pressure at the trough level, p̄tr, is determined by introducing velocitycomponents (A.12) into (A.13) and time-averaging to obtainp̄tr = pa + ρg (η̄ − ztr) − ρw̃2s (A.15)Mean pressure force above the trough level is determined fromPs = ∫ ηztr pdz (A.16)Substituting the coordinate elevation ztr = z in (A.13) and use of (A.10) and (A.11),enable simple evaluations of the integrations in (A.16) and result inPs = pa (η̄ − ztr) + ρg2 (η − ztr)2+ρ2 ∂∂t (w̃s (η − ztr)2)+ρ2 ∂∂x (ũsw̃s (η − ztr)2)+ρ2 ∂∂y (ṽsw̃s (η − ztr)2)− ρw̃2s (η − ztr)= paa+ E2 + ρga22 − aw̃2s (A.17)in which the terms represent atmospheric pressure force, mean wave-associated pres-sure force (E = ρga2/2 is the wave energy), hydrostatic pressure force, and dynamicpressure force. 257



A.4 Trough Shear StressShear stress at the trough level in the cross-shore direction, τtr,zx, is determined byintegrating the horizontal momentum equation,ρ(∂u∂t + ∂u2∂x + ∂uv∂y + ∂uw∂z )= −∂p∂x + ∂τxx∂x + ∂τyx∂y + ∂τzx∂z (A.18)from z = ztr to z = η to obtainρ [ ∂∂t ∫ ηztr udz + ∂∂x ∫ ηztr u2dz + ∂∂y ∫ ηztr uvdz]+ρutr [utr ∂ztr∂x + vtr ∂ztr∂y − wtr]= − ∂∂x ∫ ηztr pdz + pa ∂η∂x − p̄tr ∂ztr∂x+ ∫ ηztr ∂τyx∂y dz + τax + τsrx − τtr,zx (A.19)where the kinematic free surface boundary condition was invoked. In (A.19), τaxrepresents the shear stress at the surface, e.g. due to winds, and τsrxis an excessshear force due to the surface roller acting at the trough, determined in the followingsection. Time-averaging (A.19) over the wave period, with the assumption of verticaluniformity for horizontal velocity components, yields the mean current shear stressat the trough level, τcsx = τtr,zx, asτcsx = − ∂∂xPs + pa ∂η̄∂x − p̄tr ∂ztr∂x−ρ [ ∂∂x∫ ηztr u2sdz + ρ ∂∂y∫ ηztr usvsdz]−ρu2s ∂ztr∂x − ρusvs∂ztr∂y + ρutrwtr+ ∫ η̄ztr ∂τyx∂y dz + τax + τsrx (A.20)258



in which utr ≃ us and wtr are velocity components at the trough to be determinedin the following section. Introducing (A.10) and (A.11) simplifies the integrations in(A.20) with substitution of (A.15) and (A.17),τcsx = − ∂∂x (paa+ E2 + ρga22 − ρaw̃2s)+pa∂ (η̄ − ztr)∂x − (ρga− ρw̃2s) ∂ztr∂x−ρ ∂∂x ((ũs + Us)2 (η − ztr))−ρ ∂∂y ((ũs + Us) (ṽs + Vs) (η − ztr))−ρ (ũ2s + U 2s ) ∂ztr∂x − ρ (ũsṽs + UsVs) ∂ztr∂y+ρutrwtr+a∂τyx∂y + τax + τsrx (A.21)Finally, introducing (A.12) yields the complete expressions for the trough shear stress,τcsx = −a∂pa∂x − ρga∂η̄∂x− ∂∂x (E2 )+ ρa2 ∂ŵ2s∂x + ρŵ2s2 ∂η̄∂x−ρa ∂∂x ( û2s2 + U 2s)− ρa ∂∂y ( ûsv̂s2 + UsVs)−ρ( û2s2 + U2s) ∂η̄∂x − ρ( ûsv̂s2 + UsVs) ∂η̄∂y−ρ ∂∂x (aûsUs)− ρ2 ∂∂y (aûsVs + av̂sUs)+ρutrwtr+a∂τyx∂y + τax + τsrx (A.22)A.5 Momentum forces due to surface rollerInside the surf zone, we account for the excess shear force due to the surface roller.We first assume that the mean fluid velocities in the surface roller are affected by the259



mean current velocity near the surface, i.e.(usr, vsr) = (C cos θ + Us, C sin θ + Vs) (A.23)with θ denoting the angle of incidence of the waves. Time-averaged momentum fluxcomponents due to the roller are then determined, by use of the volume flux of theroller, (qsrx, qsry) = Ssr/T (cos θ, sin θ) to be Msr,xx Msr,yxMsr,xy Msr,yy = ρ Rxx + Usqsrx Ryx + UsqsryRxy + Vsqsrx Ryy + Vsqsry  (A.24)where Rxx, Rxy = Ryx, and Ryy are momentum flux components due to pure surfaceroller given by (4.10) and (4.11) in Chapter 4. The trough-level shear stress due tothe roller, τsrj (j = 1, 2), is determined from the change of these mean momentumfluxes, i.e. τsrj = −∂Msr,xj∂x − ∂Msr,yj∂y (A.25)A.6 Mean vertical momentum flux at trough levelThe vertical velocity at the trough level, wtr, is determined from the continuity equa-tion with application of Leibnitz’ rule aswtr = ∂∂x (∫ ηztr usdz + qsrx)+ ∂∂y (∫ ηztr vsdz + qsry)+us ∂ztr∂x + vs∂ztr∂y + ∂η∂t (A.26)Multiplying (A.26) by utr = us and time-averaging yield the mean vertical momentumtransfer force in (A.22),ρutrwtr = ρ(Us∂qsx∂x + (U 2s + û2s2 ) ∂ztr∂x )260



+ρ(Us∂qsy∂y + (UsVs + ûsv̂s2 ) ∂ztr∂y )+ρûs (∂qwx∂x + ∂qwy∂y ) (A.27)with mean wave volume flux and the total volume flux above the trough level denotingqwx = aûs/2 and qsx = Usa+ qwx + qsrx, respectively.A.7 Mean Trough Shear StressSubstitution of (A.27) into (A.22) we obtain, after some algebraic manipulations,simplified expressions for the trough-level mean shear component,τcsx = τax − a∂pa∂x − ρga∂η̄∂x − ∂∂xRxx− ∂∂x (E2 )+ ρa2 ∂ŵ2s∂x + ρŵ2s2 ∂η̄∂x−ρ [qsx∂Us∂x + (qwx + aUs2 ) ∂ûs∂x ]+a∂τyx∂y − ∂∂yRyx−ρ [qsy ∂Us∂y + (qwy + aVs2 ) ∂ûs∂y ] (A.28)where Rxx and Ryx = Rxy are momentum flux components of the surface rollerwithout mean current as derived in (4.10) and (4.11). The mean trough shear stressin the y-direction, τcsy, is determined by replacing x by y, (û, U) by (v̂, V ) and cos θby sin θ and vice versa in (A.28).A.8 Mean Bottom Shear StressTo obtain an expression for the bottom shear stress, we start from (A.18) and integrateit from the bottom, z = −h0 to the trough level, z = ztr = η̄ − a where h0 is the still261



water depth. ρ [ ∂∂x ∫ ztr−h0 u2dz + ∂∂y ∫ ztr−h0 uvdz]−ρutr [utr ∂ztr∂x + vtr∂ztr∂y − wtr]−ρub{ub∂h0∂x + vb∂h0∂y + wb}= − ∂∂x ∫ ztr−h0 p̄dz + p̄tr ∂ztr∂x + p̄b∂h0∂x+ ∫ ztr−h0 ∂τyx∂y dz + τtr,zx − τb,zx (A.29)Again, { } = 0 from the kinematic bottom boundary condition and combining (A.29)with (A.20) determines the bottom shear stressτcbx = τax + τsrx− ∂∂x (Ps + ∫ ztr−h0 p̄dz)+ pa∂η̄∂x + p̄b∂h0∂x−ρ [ ∂∂x∫ ηztr u2sdz + ∂∂x ∫ ztr−h0 u2dz]−ρ [ρ ∂∂y∫ ηztr usvsdz + ρ ∂∂y ∫ ztr−h0 uvdz]+ ∫ η̄−h0 ∂τyx∂y dz (A.30)Introducing (A.4), (A.15) and (A.17) into (A.30) yieldsτcbx = τax + τsrx−h∂pa∂x − ρgh∂η̄∂x− ∂∂xSxx − ρw̃2b ∂h0∂x−ρ ∂∂x ∫ η̄−h0 U 2dz − ρ ∂∂x (2qwxUs)− ∂∂ySyx + ∫ η̄−h0 ∂τyx∂y dz−ρ ∂∂y ∫ η̄−h0 UV dz − ρ ∂∂y (qwyUs + qwxVs) (A.31)262



where Sxx = ρ ∫ η̄−h0 (ũ2 − w̃2) dz + E2 (A.32)Syx = Sxy = ρ ∫ η̄−h0 ũṽdz (A.33)Syy = ρ ∫ η̄−h0 (ṽ2 − w̃2) dz + E2 (A.34)are the well-known wave radiation stresses and h = h0 + η̄ is a mean water depth.According to Mei (1989), the sixth term in (A.31), ρw̃2b∂h0/∂x, is negligible for agently sloping bottom.Again, the bottom shear stress in the y-direction, τcby, is determined by replacingx by y, (û, U) by (v̂, V ) and cos θ by sin θ and vice versa in (A.31).A.9 Simplifications for Depth-Integrated Momen-tum EquationsTo simplify the integrations in (A.31), we follow the similar approach to Svendsenand Putrevu (1994). We first separate the mean current velocity below the troughlevel into two components, i.e.(U, V ) = (U0, V0) + (U ′, V ′) (A.35)where (U0, V0) = 1htr ∫ ztr−h0 (U, V ) dz = 1htr (qbx, qby) (A.36)are the “depth-averaged” mean current velocity components over the wave troughdepth, htr = h0+ η̄− a, and (U ′, V ′) are the vertical distribution of the mean currentdepartures from their depth-averaged values, and qbx and qby are the total volumefluxes below the trough in the x and y directions, respectively.Svendsen and Putrevu (1994) assumed O (U0) ∼ O (U ′)≪ O (ũ) in the x-directionand neglected the second order terms of U0 and U ′. We also assume O (U ′)≪ O (ũ),263



and neglect the second order terms of (U ′). In contrast to their approach, we allowO (U0) ∼ O (V0) ∼ O (ũ) and keep all the second order terms of these mean currentvelocities. Terms of order U20 can be non-trivial where abrupt changes of the currentfield may be expected, such as around the breaking point for periodic waves.Introducing these expressions into (A.31) simplifies τcbx toτcbx = τax − h∂pa∂x − ρgh∂η̄∂x− ∂∂xSxx − ∂∂xRxx − ρw̃2b ∂h0∂x−ρ ∂∂x ((qsx + qwx)Us + qbxU0)− ∂∂ySyx − ∂∂yRyx−ρ ∂∂y (qsyUs + qwxVs + qbyU0)+ ∫ η̄−h0 ∂τyx∂y dz (A.37)The turbulent viscous term, τyx, is also approximately determined from depth-averaged velocity gradients, i.e.τxy = τyx =  ρνts (∂Vs∂x + ∂Us∂y ) (z ≥ ztr)ρνt0 (∂V0∂x + ∂U0∂y ) (z ≤ ztr) (A.38)with νts, eddy viscosity at the trough level, and νt0, depth-averaged eddy viscositybelow the trough level, obtained from the turbulent eddy viscosity model discussedin Section 4.4.2.For a long-straight beach condition, i.e. ∂/∂y = 0, the total volume flux in x-direction below the trough, qbx, is specified by requiring zero total volume flux in thex-direction, i.e. qbx = −qsx and τcbx may be further simplified.
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Appendix B

Model Application for Numerical
ComputationsThis Appendix discusses the methodologies for application of the near-shore hydro-dynamics model to numerical computations. The numerical model first computes thecross-shore distributions of wave and surface roller characteristics. Predicted waveand surface roller characteristics are then used to compute the near-shore mean cur-rent.B.1 Waves and Surface RollersSince the present model is based entirely on the equivalent linear wave, it is simple toapply. We first discretize the cross-shore beach profiles with even horizontal intervals,∆x, and specify the incident wave conditions at the off-shore boundary.The numerical computation starts at the off-shore grid point where both waterdepth and wave conditions are known. Assuming that the water depth at the off-shore boundary is sufficiently deep, we take both mean water level and surface rollerenergy to be zero at the off-shore boundary. Given all the variables at i-th gridpoint, linear wave theory determines the wave shoaling and refraction at the adjacentshoreward (i+ 1)-th grid point for non-breaking periodic wave conditions. Once thewave hits the breaking point, whose criteria is determined by (2.20), energy dissipation265



equation (2.21) determines the equivalent linear wave height in the surf zone. Forrandom waves, (2.27) is applied instead of (2.21) at all the grid points because acertain fraction of waves are assumed always broken even in the deep water. Similarly,either (3.13) or (3.16) is applied to determine the surface roller energy respectivelyfor periodic or random wave conditions while wave characteristics are computed.Once wave and surface roller characteristics at (i+1)-th grid point are determined,(3.10) determines the elevation of the mean water level at (i+ 1)-th grid point. Notethat, when computing the wave and surface roller conditions, we require the meanwater depth, i.e. the mean water level at (i+ 1)-th grid point to estimate the wavephase velocity and group velocity from linear wave dispersion relationship. Sincethe mean water level is not yet known at (i+ 1)-th grid point, we require numericaliteration to determine wave and surface roller characteristics and mean water level.In the numerical code, we first compute the wave and surface roller characteristics byinitially taking η̄i+1 = η̄i. From the obtained wave and surface roller characteristicsat (i+ 1)-th grid point, (3.10) is used to renew the prediction of η̄i+1. Using newlydetermined η̄i+1, wave and surface roller characteristics are repeatedly computed.Since the mean water elevation is relatively small compared to the still water depth,this numerical computation converges within a few numerical iterations. As shownin Chapter 4, the influence of the bottom shear stress on the wave setup determinedin (3.10) is negligibly small. Thus, for computational efficiency, the numerical codeneglects the bottom shear stress in (5.15) when determining the mean water level.Following the above procedures, equivalent linear wave and surface roller charac-teristics are obtained and these characteristics are readily transformed to the non-linear wave characteristics from (2.2) through (2.6).B.1.1 Effective Bottom SlopeAs discussed in Chapters 2 and 3, one of the essential improvements of the presentwave and surface roller models is that they account for the influence of the bottomslope. For application of the model to natural beaches with arbitrary profiles, we needto consider the appropriate local bottom slopes for evaluation of wave and surface266



roller characteristics. For example, a natural movable bed beach may contain smallscale geometry, such as ripples, which should affect the bottom roughness but not havesignificant influence on the local wave characteristics such as breaking wave dissipationrates and asymmetry and skewness of the near-bottom wave orbital velocity profiles.The beach profile may often be barred, i.e., we may have increasing water depth inthe shoreward direction over a portion of the surf zone while our model is originallydeveloped only for decreasing water depth, i.e., for a positive bottom slope throughoutthe surf zone. On an arbitrary beach profile, in which the local bottom slopes varyfrom place to place, it may be more realistic to expect that the characteristics of wavesreaching a given depth reflect their history, i.e., the average slope of the bottom overwhich they have progressed prior to arrival in the given depth.Accounting for these conceptual ideas, the numerical model determines the effec-tive bottom slope through the following procedures: (i) remove the effect of ripplesby taking a running average of the discretized depth data; (ii) make imaginary beachprofile (A) by drawing a horizontal line from the bar-crest to the shoreward until theline hits the actual beach profile (dashed straight line A in Figure B-1); (iii) makeanother imaginary beach profile (B) by drawing a horizontal line from the bar-troughto the seaward until the line hits the actual beach profile (dashed straight line B inFigure B-1); (iv) define the effective bottom slopes for both beach profiles (A) and(B) as the average slope over some distance, ∆xL, seaward of the point of interest;and (v) if the effective bottom slopes for beach profiles (A) and (B) differ, take themaximum of the two. Figure B-1 illustrates the concept of this evaluation of theeffective bottom slopes. The length of ∆xL may be scaled by local wave length andtherefore vary with local depth. In this study, we take ∆xL ≃ 0.5L, with L, the localwave length. Note that this effective bottom slope is used only for the wave and sur-face roller model. The nearshore current model does not contain the explicit effect ofthe bottom slope. In the sediment transport model, the bottom slope for the bedloadsediment transport model should be scaled by grain diameters. The bottom slopefor the sediment transport model is therefore determined by the smallest horizontalinterval, ∆x, from the smoothed depth data, i.e. after removal of ripple effects.267
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Figure B-1: Concept of the effective bottom slopeB.2 Nearshore Mean CurrentProvided spatial distributions of wave and surface roller characteristics are alreadyknown, the near-shore mean current model determines unknown variables, (τcsx, τcsy),(τcbx, τcby), η̄, and (qbx, qby). All other variables can be determined as functions of theseseven variables. In order to specify these seven variables, the following seven equationsare applied: bottom boundary conditions, (4.29), momentum equations above thetrough level, (4.33) and (4.41), momentum equations for the entire depth, (4.49)and (4.50). Some of the terms in the momentum equations, (4.33) and (4.49), arecanceled out and further simplified formulae are applied in the numerical applications.Under the long-straight beach condition, ∂/∂y = 0, qbx is determined from massconservation, qbx = −qsx = − (qwx + qsrx + aUs) (B.1)Numerical iteration is needed to solve these variables because non-linear advectionterms are included in the momentum equations.In order to obtain a steady state solution, we start from quiescence and ramp upthe wave and surface roller forcings. During this initial stage we employ the unsteadyform of (4.50) and solveρ∂qy∂t = r (t) (Fbwy + Fsry) + Fbmy + Fbwmy268



+Fsrmy + Fbvy − τcby (B.2)where qy = qby+aVs+r (t) (qwy + qsry) is the total mean volume flux in the alongshorey-direction. Note that Fbwy+Fsry is a known variable obtained from wave and surfaceroller models. r (t) is a ramp-up function that smoothly increases from zero to unityas t increases. For example, r (t) may be defined asr (t) =  0.5 [1 − cos ( πtTr )] 0 < t ≤ Tr1 Tr < t (B.3)Ramp-up period, Tr, is set to be five wave periods in the numerical application.Starting from initial conditions of zero mean current, numerical computation of (B.2)is repeated until steady state condition, ∂/∂t = 0 is obtained after r (t) becomes unity.In the steady state, i.e., ∂qy/∂t = 0 and r (t) = 1, (B.2) becomes identical to (4.50).To ensure computational stability, r (t) is also applied to known variables, qwj andqsrj in the momentum equations, (4.33) and (B.2), and continuity equation, (B.1).Although adoption of a smaller time step, ∆t, accomodates more stable numericalcomputations, the smaller ∆t requires a larger number of iteration times to ensurethe model to be sufficiently converged. In this sense, one should choose as large a∆t as possible while keeping computations stable. The magnitude of ∆t should berelated to the horizontal grid interval, ∆x. The upper limit of ∆t may be determinedby ∆x/∆t > max (|U |+√gh). Here, U is a mean current velocity and √gh is a wavephase velocity in the shallow water. Because |U | is an unknown variable, but oftensmaller than the wave phase velocity, ∆x/∆t > √ghmax/2, i.e. ∆t < 2∆x/√ghmaxmay be the safer approximation for determination of ∆t with hmax, the maximumwater depth in the system. The horizontal resolution, ∆x, may be scaled by the wavelength. In the LSTF experiment Test 1, for example, the length scale of ∆x is roughly∆x ≃ L0/50. Finally, the numerical scheme is summarized as follows.1. Set qy = V0 = Vs = Us = η̄ = 0.2. Evaluate qbx from (B.1) 269



3. Evaluate (τcsx, τcsy) from momentum equations above the trough level, (4.33)and (4.41)4. Based on old (τcbx, τcby), evaluate bottom boundary layer thickness, δ, from(4.24)5. Evaluate (τcbx, τcby) from bottom boundary condition, (4.29)6. Evaluate (Us, Vs) from (4.27) with 1τcs and 1τcb obtained in steps (3) and (4)7. Compute η̄ from (4.49)8. Obtain qnewy = qy + (∂qy/∂t)∆t where (∂qy/∂t) is obtained from (B.2)9. Take qy = qnewy and return to step (2) until steady state, ∣∣∣(1 − qnewy /qy)T/∆t∣∣∣ ≤ε is obtained over the entire computational area with the convergence criterion,ε = 0.001.B.2.1 Boundary ConditionsIn order to solve the momentum equation (B.2) numerically, we require two boundaryconditions, one at the off-shore boundary and the other at the on-shore boundary.Off-Shore Boundary ConditionAt the off-shore boundary, we assume that all variables are uniform in the cross-shore(x) direction, i.e. ∂/∂x = 0 and takeXis−1 = Xis (B.4)where X denotes variables such as U, V, Us, Vs, and qy, and is is the grid number atthe off-shore boundary. In order to assure the assumption of ∂/∂x = 0, input depthdata near the off-shore boundary should also be uniform or sufficiently large so thatthe near-shore current becomes negligibly small.270



On-Shore Boundary ConditionIn order to avoid the unstable computation, the numerical code stops computation of(B.2) at i = ie near the shore-line where the local trough depth, htr, becomes smallerthan twice the local wave-current bottom boundary layer thickness, i.e. htr ≤ 2δ.We simply assume that the longshore current velocity becomes zero at the meanshore-line where the mean water depth becomes zero and and the longshore currentvelocioty at i = ie+ 1, is linearly interporated byV̄ie+1 = V̄ie (h0 + η̄)ie+1(h0 + η̄)ie (B.5)with local still water depth, h0.
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Appendix C

Predictions of Ripple GeometryC.1 IntroductionAs discussed in Section 4.6.3, an ability to predict the ripple geometry is essentialto determine the movable bed roughness of a rippled bed. Geometrical character-istics of sand ripples generated under waves have been studied both in laboratoryexperiments and through field observations (e.g., Inman, 1957; Keneddy and Falcon,1965; Carstens et al., 1969; Mogridge and Kamphuis, 1972; Dingler, 1974; Miller andKomer, 1980; Nielsen, 1981; Madsen and Rosengaus, 1988; Sato and Horikawa, 1988;Traykovski et al., 1999; Li et al., 1998; Styles and Glenn, 2002). These observationsindicate that ripple height and length immediately reach their equilibrium stage aswave stress increases and initiates the motion of sand grains. In this equilibriumstage, ripple length, λ, is roughly proportional to the near-bottom wave orbital di-ameter and ripple steepness, ηr/λ, with ripple height, ηr, is at the maximum andstays roughly constant. When the wave stress is further increased, ripple geometryenters a “breakoff” range where the ripple steepness starts to decrease and eventu-ally vanishes. In the breakoff range, ripple length is roughly proportional to bottomsediment diameter and stays nearly constant while the ripple height decreases as thewave stress increases. These extensive observational studies of ripple geometries haveyielded a number of models for predictions of ripple geometry (e.g. Nielsen, 1981;Grant and Madsen, 1982; Wikramanayake and Madsen, 1991; Mogridge et al., 1994;273



Wiberg and Harris, 1994; Li et al., 1996; Traykovski et al., 1999; Styles and Glenn,2002).Some of these models are based on the laboratory experiment for periodic wavesand others are developed from laboratory or field data for random waves. Froma practical point of view, we focus on the models applicable to natural field, i.e.random wave, conditions. According to Nielsen (1981) and Wikramanayake andMadsen (1991), the ripples generated by random waves tends to become less steep andhave rounder crests compared with ripples generated by periodic waves. While mostmodels are based on pure wave conditions, Li and Amos (1998) suggested from theirfield observations that the shear stress due to mean current should also significantlyaffect the ripple geometry. In the surf zone, extensive turbulence due to brokenwaves and wave-induced nearshore currents may also affect ripple characteristics. Inthis Appendix, we first summarize existing models for prediction of ripple geometryunder random wave conditions and compare these models with LSTF experimentaldata obtained by Wang, et al. (2002).C.2 Existing ModelsNielsen (1992), on the basis of the field measurements obtained by Inman (1957)and Dingler (1974), proposed the following empirical formulae for predictions of rippleheight, ηr, and length, λ, generated by random waves.λ/Abm,s = exp( 693− 0.37 ln8Ψ1000 + 0.75 ln7Ψ) (C.1)ηr/λ = 0.342 − 0.34ψ0.252.5 (C.2)ηr/Abm,s = 21Ψ−1.85 for Ψ > 10 (C.3)Here Abms = ubms/ω is bottom excursion amplitude with ubms, amplitude of the near-bottom wave orbital velocity and ω = 2π/T , wave frequency. Both Abms and ubmsrepresent significant wave conditions for random waves, i.e. ubm,s ≃ √2ubm,rms. The274



Mobility number, Ψ, introduced in (C.1) and (C.3), is defined byΨ = u2bm,s(s− 1) gd (C.4)and the Shields Parameter, ψ2.5, is determined byψ2.5 = 12f2.5u2bm,sρ (s− 1) gD50 (C.5)with Jonson’s friction factor (Schwart, 1974).f2.5 = exp(5.213(2.5D50A )0.194 − 5.977) (C.6)Wikramanayake and Madsen (1991) pointed out that the measured ripplegeometries contain significant scatter compared with those obtained in laboratoryexperiments but have relatively strong correlations with a following non-dimensionalparameter, Z = ψ′mrmsS∗ = 2f ′cwν (Abm,rmsω)2D [(s− 1) gD]1.5 (C.7)where maximum Shields parameter, ψ′mrms, is based on root-mean-square wave heightand ′ denotes the value for skin shear friction, i.e., f ′cw is determined from (4.26) withequivalent bottom roughness, k′N = D50. S∗ is a sediment-fluid parameter,S∗ = D4ν√(s− 1) gD (C.8)Based on the field data presented by Inman (1957), Dingler (1974) and Nielsen (1984),Wikramanayake and Madsen (1991) proposedηrAbrms =  0.018Z−0.5 0.016 < Z ≤ 0.0120.0007Z−1.23 0.012 ≤ Z < 0.18 (C.9)ηrλ =  0.15Z−0.009 0.0016 < Z ≤ 0.01580.0105Z−0.65 0.0158 ≤ X < 0.18 (C.10)275



for predictions of ripple geometry in the field with random waves.Alternately, Wikramanayake and Madsen (1991) also proposed the following em-pirical formulae based on the measurements of geometry of ripples generated by pe-riodic waves in laboratory experiments.ηrAbm = 0.27− 0.33√ψ′m (C.11)ηrλ = 0.16− 0.36 (ψ′m)2.3 (C.12)Comparing (C.12) with experimental data both for regular and random waves in thesame experimental facilities (a wave tunnel, Sato and Horikawa, 1988; a wave flume,Rosengaus, 1987, and Mathisen, 1989), Wikramanayake and Madsen (1991) pointedout that if one were to represent the Shields Parameter for random waves by itsroot-mean-square value, the breakoff limit of the Shields number for random waves,where ripple steepness significantly decreases, is about a half of that for periodicwaves. From this observation, (C.11) and (C.12) may be extended to random wavesby substituting Shields parameter for significant waves because ψ′m,s ≃ 2ψ′m,rms.Wiberg and Harris (1994) suggested that geometric ripple characteristics areclassified into orbital, anorbital, and suborbital ripples depending on the relationshipbetween sediment diameter, D, and the diameter of the orbital motion just above thebed defined by d0 = H/ sinh kh in linear theory. Here wave height, H, is representedby the significant wave height for a random sea. The measured data, Wiberg andHarris (1994) applied in their modeling, are Carstens et al. (1969), Mogridge andKamphuis (1972), Dingler (1974), and Kennedy and Falcon (1965) for periodic wavesin laboratory experiments and Inman (1957) and Dingler (1974) for field observationsand therefore for random waves. Based on these measured data, Wiberg and Harris(1994) proposed that the length and the height of the orbital ripples, λorb and ηorb,are expressed as λorb = 0.62d0 (C.13)ηorb/λorb = 0.17 (C.14)276



Length of the anorbital ripples, λano, in contrast to orbital ripples, is independentof d0 but is proportional to sediment grain diameter, D, i.e.λano = 535D (C.15)Anorbital ripple height, ηano, is then determined by numerically solving the followingempirical formula obtained from field data.ηanoλano =  0.17 d0/ηano < 10exp [−0.095 (ln d0ηano)2 + 0.442 ln d0ηano − 2.28] d0/ηano ≥ 10 (C.16)If d0/ηano, determined in this manner, is smaller than 20, i.e. d0/ηano < 20, thepredicted ripples are considered as orbital ripples whose geometric characteristicsare determined by (C.13) and (C.14). If d0/ηano > 100, then the predicted ripplesare considered as anorbital ripples whose geometric characteristics are defined by(C.15) and (C.16). If 20 < d0/ηano < 100, then the predicted ripples are classified insuborbital ripples and their ripple length, λsub, becomes λano ≤ λsub ≤ λorb. Wibergand Harris proposed the following weighted geometric average of the two to determineλsub: λsub = exp [( ln (d0/ηano) − ln 100ln 20 − ln 100 ) (ln λorb − lnλano) + ln λano] (C.17)The height of suborbital ripple, ηsub, is also determined from (C.16) by replacing ηanoby ηsub and λano by λsub. Note that (C.16) must be solved by numerical iteration,which may affect computational model efficiency.Li et al. (1996) applied Nielsen (1981) and Grant and Madsen (1982) modelsto the field data observed at Duck, North Carolina, and the Scotian Shelf whereboth waves and mean currents were present. Comparing predicted ripple geometrieswith observations, Li et al. (1996) pointed out that Nielsen’s (1981) model tends tounder-predict while Grant and Madsen (1982) over-predicts the ripple heights. Liet al. (1996) re-calibrated the Grant and Madsen (1982) model against these field277



measurements and proposedηr/Abm,s =  0.101S−0.16r 1 < Sr < SrB0.356S−1.5r SrB < Sr (C.18)λ/ηr =  4.95S0.04r 1 < Sr < SrB3.03S−0.6∗ Sr SrB < Sr (C.19)where Sr = ψm,s/ψcr is a ratio of maximum significant Shields Parameter, ψm,s, andcritical Shields Parameter, ψcr, SrB = 1.8S0.6∗ is the breakoff limit of Sr. Li et al.(1998) analyzed the measured ripple data obtained from Sable Island Bank, ScotianShelf and showed that the geometric characteristics are correlated with ratio of currentshear stress and the wave shear stress.Styles and Glenn (2002) pointed out that the Wikramanayake and Madsen(1991) model is physically inconsistent with the observed ripple geometric charac-teristics in that the predicted ripple height is independent of near-bottom excursionamplitude, Abm, while a number of observations suggest that ripple geometry is scaledby Abm. Styles and Glenn (2002) re-calibrated Wikramanayake and Madsen’s (1991)model by adding LEO-15 data presented by Traykovski et al. (1999) to the fielddata used by Wikramanayake and Madsen (1991) and Wiberg and Harris (1994) andproposed ηrAbm,s =  0.30X−0.39 X ≤ 20.45X−0.99 X ≥ 2 (C.20)λAbm,s =  1.96X−0.28 X ≤ 22.71X−0.75 X ≥ 2 (C.21)X = ΨmrmsS∗ = 4ν (Abm,rmsω)2D [(s− 1) gD]1.5 (C.22)Note that significant excursion amplitude, Abm,s, is applied in (C.20) and (C.21)while the original Wikramanayake and Madsen (1991) model uses Abm,rms. In (C.22),Ψmrms is a mobility number defined in (C.4) with ub represented by root-mean-square278



wave conditions and S∗ is a fluid-sediment parameter determined in (C.8).C.3 Model ComparisonsWe compare these empirical models with LSTF experimental data presented by Wanget al. (2002). Experimental conditions are summarized in Section 4.6.3. In themovable bed cases, Test 1 and Test 3, Wang et al. (2002) obtained the bottom bedelevations along cross-shore transects at intervals of 5mm. We first obtained thesmoothed bottom profile by locally averaging the measurements over the length scaleof ripple length (∼ O (10cm)). Displacements of the bed due to ripple forms werethen determined from the fluctuations of the original 5mm-spaced elevations aroundthe smoothed bottom profile. Height and length of each ripple are then definedfrom the obtained displacement data by zero-up-cross method. According to visualobservations, the horizontal directions of the short-crested ripples were non-uniformlydistributed. For this reason the ripple length estimated as an distance in the cross-shore direction will always be larger than the actual length while we can still expectreasonable estimations of ripple heights. Figures C-1 and C-2 show the shore-warddistributions of measured ripple heights, steepness and corresponding water depths forTest 1 and Test 3, respectively. In these Figures, solid circles are measurements anddashed lines are the locally averaged measured ripple geometry, which was applied tocompute ripple roughness in Section 4.6.3. As seen in the Figures, ripple height andsteepness tend to be smaller near the shoreline both in Test 1 and Test 3. In Test 3(Figure C-2), ripple heights and steepness also decrease around the bar-crest wheremost waves start to break.Figures C-3 and C-4 show comparisons of predicted and measured ripple heightsand steepness as a function of non-dimensional parameter, Z = ψ′w,rms/S∗, definedby (C.7). To determine corresponding Z-value for each measured ripple, we appliedpredicted local near-bottom wave orbital velocity by interpolating the predictionsobtained from the present wave model. In Section 2, we confirmed that our wavemodel yields reasonable predictions of the near-bottom wave orbital velocity and279
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therefore we can expect the reasonable estimation of Z. Ripple geometries predictedby each predictive model are computed through the following procedures: (1) fixthe wave period (T = 1.5s for Test 1 and T = 3.0s for Test 3) and the sedimentdiameter (Dn = 0.167mm) for each experimental case, Test 1 and Test 3; (2) takearbitrary ub,rms in certain broad range so that we can obtain wide-range of Z-values;(3) determine Z from given ub,rms, T , and Dn; and (4) obtain the predictions of ripplegeometry from each model from given ub,rms, T , and Dn. Note that single Z-value andthe corresponding ripple geometry predictions are always determined once ub,rms, T ,and Dn are determined. In the figure, triangles are the measurements outside the surfzone (X < −14m in Figures C-1 and C-2), open circles are the measurement near theshoreline (X > −5m) and solid circles are the rest of measurements. Abbreviationsof each predictive model shown in the Figures are WM91F (Wikramanayake andMadsen, 1991, for field), WM91L (Wikramanayake and Madsen, 1991, laboratory),SG02 (Styles and Glenn, 2002), L96 (Li, et al., 1996), N81 (Nielsen, 1981), andWH94 (Wiberg and Harris, 1994), respectively. The sheet flow limit indicated in thefigure was determined from Li and Amos (1999) as a function of sediment diameter(ψ′up,rms ≃ 0.42 and Zup = ψ′up,rms/S∗ ≃ 0.23, in this particular experiment). Asseen in Figures C-3 and C-4, all predictive models exhibit decreasing ripple heightswith increasing ψ′w,rms in the range where measured ripples are plotted. This featuresupports our contention in Section 4.6.3 that ripples both in Test 1 and Test 3 are inthe breakoff range. Most models still predict relatively large ripple heights even in thesheet flow range indicated in the figure. Ripple heights predicted by WM91L and N81vanish around the sheet flow limit but N81 tends to under-predict the ripple heightcomparing with the measurements and other models. Measured data outside the surfzone (open triangles) agree well with most predictive models, especially with WM91L,L96, and SG02. Even inside the surf zone, these models agree reasonably well withmeasured ripples except near the shoreline. All models, however, over-predict rippleheight and steepness near the shoreline (open circles) in both Test 1 and Test 3. Thisobservation suggests that some other physical mechanisms must strongly affect theformation of ripples near the shoreline. For example, and most likely, broken wave282



turbulence penetrates to the bottom boundary layer in the shallow water depth andcause wash-out of any bed forms.Figures C-5 and C-6 exhibit the same distributions of measured ripple geome-try as Figures C-1 and C-2 but also show predicted ripple geometries obtained fromWM91L, which appears to yield relatively reasonable predictions in this particularexperimental case. In the figure, dashed lines are predictions when skin friction waveShields Parameter was used as originally proposed by Wikramanayake and Madsen(1991). Solid lines are predictions when the maximum skin friction Shields parame-ter, ψ′m, based on combined wave and current flow, was substituted instead insteadof ψ′w,rms. Computation schemes for predictions of ψ′m is discussed in Appendix D.Applying ψ′m instead of ψ′w,rms somehow accounts for the increase of flow intensity dueto the mean shear current while dashed lines only account for waves. The differencebetween solid lines and dashed lines are more significant in Test 3 (Figure C-6) be-cause Test 3 is closer to the sheet flow bed condition and ripple height decreases moredramatically with increasing Z, as seen in Figures C-3 and C-4. As seen in FigureC-6, predictions based on ψ′m (solid lines) yield smaller ripple height and steepnessthat those applying ψ′w,rms (dashed lines). This decrease of ripple height and steep-ness apparently improves the predictive skills of ripple geometry especially near theshoreline (X (m) ≃ −3). However, the model still over-predicts ripple heights at−5 < X (m) < −3 and −14 < X (m) < −11. It is interesting to note that theseareas are where wave breaking is extensive. As seen in the Figure 2-22 in Chapter2, most incident waves first break near the bar crest, −14 < X (m) < −11, andrecovered broken waves resume breaking near the shoreline, −5 < X (m) < −3. Thisobservation suggests that broken wave turbulence reaches the bottom in these regionsand affect the ripple geometry.
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Appendix D

Estimation of Skin Friction Shear
Stress under Combined Wave and
Current FieldsUnder combined wave and current conditions, we require a special treatment to com-pute skin friction shear stress. Provided that the equivalent bottom roughness, kN , isknown, the present nearshore curent model yields wave bottom boundary layer thick-ness, δ, and the mean current velocity at the outer edge of the wave bottom boundarylayer, 1Uδ = (Uδ, Vδ). From these current conditions and near-bottom wave orbitalvelocity, skin friction shear stress is determined by the modified Madsen’s (1994)wave-current bottom boundary layer model with skin friction bottom roughness, k ′N .Within the bottom boundary layer, z ≤ δ, a new bottom boundary condition, basedon the skin friction shear velocity, is then determined byUδ′ = τ ′cκρu′∗m ln( δ′z0) (D.1)where z0 = k′N/30 and u′∗m is the maximum combined wave-current skin friction shearvelocity, defined as u′2∗m = τ ′m/ρ = C ′µτ ′wm/ρ (D.2)289



with C ′µ = √√√√1 + 2 |cosφwc| τ ′cτ ′wm + ( τ ′cτ ′wm)2 (D.3)τ ′wm = 12ρf ′cwu2bm (D.4)where φwc denotes the angle between wave and current skin friction shear stress, τ ′c.The skin friction boundary layer thickness, δ′, is determined byδ′ = Aκu′∗mω (D.5)A = exp [2.96 (C ′µAbm/k′N)−0.071 − 1.45] (D.6)The skin friction factor, f ′cw, introduced in (D.4) is the combined wave-current skinfriction factor, ubm (= Ub∗/2 for periodic waves or = Ubrms/2 for random waves) is theamplitude of the near-bottom wave orbital velocity obtained from the wave model andAbm = ubm/ω is the corresponding bottom excursion amplitude. f ′cw can be obtainedfrom (4.26) in Chapter 4 by replacing kN by k′N , i.e.fcw = max Cµ exp (7.02X ′−0.078 − 8.82) 0.2 < X ′ < 102Cµ exp (5.61X ′−0.109 − 7.30) 102 < X ′ (D.7)with X ′ = C ′µAbm/k′N . Combined with the bottom boundary condition, (D.1), themean current velocity above the skin friction boundary layer but below the outer edgeof the bottom boundary layer, i.e. δ′ ≤ z ≤ δ, is expressed asU = τ ′cρκu′∗c ln zδ′ + Uδ′= 1κ (u′∗c ln zδ′ + u′2∗cu′∗m ln δ′z′0) (D.8)
290



with z′0 = k′N/30. The skin friction current shear stress, τ ′c = ρu′2∗c is determined bysubstituting U = Uδ at z = δ in (D.8) asu′∗c = u′∗m ln δδ′ln δ′z0 −12 +√√√√√14 + κ Uδu′∗m ln δ′z0(ln δδ′ )2 (D.9)The direction of the mean skin friction shear stress, 1τ ′c, is parallel to the mean currentvelocity at the outer edge of the bottom boundary layer, i.e. 1Uδ = (Uδ, Vδ). Thenewly obtained u′∗c is applied to compute C ′µ in (D.3) and the same procedures arerepeated until u′∗c converges.

291



Bibliography[1] Bagnold, R. A., 1963. Mechanics of Marine Sedimentation, The Sea: Ideas andObservations, vol.3, Interscience, NewYork.[2] Bailard, J. A., 1981. An Energetics Total Load Sediment Transport Model for aPlane Sloping Beach, Journal of Geophysical Research, vol.86(C11), pp.10,938—10,954.[3] Barton, J. R., and P. N. Lin, 1955. A study of the sediment transport in alluvialstreams, Technical Report, Colorado A&M College, Civil Engineering Depert-ment, Fort Collins, CO, USA.[4] Battjes, J. A., 1974. Computation of set-up, longshore currents, run-up andovertopping due to wind-generated waves, Communications on Hydraulics,Dept. of Civil Eng., Delft Univ. of Technology, Rept. No.74-2.[5] Battjes, J. A., 1975. Modeling of turbulence in the surf zone, Symposium onModeling Technique, pp.1050—1061.[6] Bodge, K. R. and R. G. Dean, 1987. Short-Term Impoundment of LongshoreSediment Transport, Proceedings of Coastal Sediments ’87, ASCE, pp.468—483.[7] Bowen, A. J. 1969. The Generation of Longshore Currents on a Plane Beach,J. Marine Res., 27, No.2, pp.206—215.[8] Bowen, A. J., D. L. Inman, and V. P. Simmons, Wave “set-down” and set-up,Journal of Geophysical Research, vol.73, No.8, pp.2569—2576.293



[9] Brooks, N. H., 1954. Laboratory studies of the mechanics of motion of streamsflowing over a movable bed of fine sand, PhD thesis, California Institute ofTechnology.[10] Carstens, M. R., F. M. Neilson, and H. D. Altinbielk, 1969. Bed forms generatedin the laboratory under an oscillatory flow: Analytical and experimental study,Tech. Memo. 28, USACE, 39pp.[11] Chen, Q., J. T. Kirby, R. A. Dalrymple, A. B. Kennedy, and A. Chawla, 2000.Boussinesq modeling of wave transformation, breaking and runup. II: Two hori-zontal dimensions, Journal of Waterway, Port, Coastal and Ocean Engineering,126, pp.48—56.[12] Coastal Development Institute of Technology of Japan, 2001. Research and de-velopment of a numerical wave flume: CADMAS-SURF, Report of the researchgroup for development of numerical wave flume for the design of maritime struc-tures, 296p.[13] Cox, D.T. and N. Kobayashi, 1996. Undertow Profiles in the Bottom BoundaryLayer under Breaking Waves, Proc. 25th Int. Conf. on Coast. Eng., pp.3194—3206.[14] Cox, D., N. Kobayashi and A. Okayasu, 1995. Experimental and NumericalModeling of Surf Zone Hydrodynamics, Report No. CACR-95-97, Center forApplied Coastal Research, University of Delaware.[15] Cruz, E., H. Yokoki, M. Isobe, and A. Watanabe, 1993. Nonreflecting boundaryconditions for non-linear wave equation, Proceedings of Coastal Engineering,JSCE, Vol.40, pp.46—50 (in Japanese).[16] Dally, W. R., R. G. Dean and R. A. Dalrymple, 1985. Wave Height VariationAcross Beaches of Arbitrary Profile, Journal of Geophysical Research, 90 (C6),pp.11,917-11,927. 294



[17] Dally, W. R. and C. A. Brown, 1995. A modeling investigation of the break-ing wave roller with application to cross-shore currents, J. Geophys. Res., 100(C12), pp.24,873—24,883.[18] De Vriend, H. J., and M. J. F. Stive, 1987. Quasi-3D modeling of nearshorecurrents, Coastal Engineering, 11, pp.565—601.[19] Dean, R. G., 1965. Stream Function Representation of Nonlinear Ocean Waves,Journal of Geophysical Research, 70 (C18), pp.4561—4572.[20] Deigaard, R., P. Justesen and J. Fredsoe, 1991. Modeling of undertow by aone-equation turbulence model, Coastal Eng., 15, pp.431—458.[21] Dingler, J. R., 1974. Wave-formed ripples in nearshore sands, PhD thesis, Uni-versity of California, Sandiego.[22] Dingler, J. R., and D. L. Inman, 1976. Wave-dormed ripples in nearshoresands, Proceedings of the 15th Internatilnal Conference on Coastal Engineer-ing, pp.2109—2126.[23] Dobbins, W. E., 1944. Effect of turbulence on sedimentation, Trans. Am. Soc.Civ. Eng., 109, pp.629—678.[24] Drake, T. G., and J. Calantoni, 2001. Discrete particle model for sheet flowsediment transport in the nearshore, Journal of Geophysical Research, 106(C9),pp.19,859—19,868.[25] Ebersole, B., and R. A. Dalrymple, 1980. Numerical modeling of nearshore cir-culation. In: Edge, B. L. (Ed.), Proceedings of the 17th International Conferenceon Coastal Engineering, pp.2710—2725.[26] Einstein, H. A., 1950. The bed load functions of sediment transportation in openchannel flows. US Dept. Agric. Soil Conserv. Serv. Tech. Bull. 1026, pp.1—71.295



[27] Einstein, H. A., and N. Vhien, 1955. Effects of heavy sediment concentrationnear the bed on velocity and sediment distribution, Technical Report, Universityof California, Institute of Engineering Research, Berkeley, California.[28] Feddersen, F., R. T. Guza, S. Elgar, and T. H. C. Herbers, 1998. Alongshore mo-mentum balances in the nearshore, Journal of Geophysical Research, 103(C8),pp.15,667—15,676.[29] Gallagher, E. L., Elgar, S., and R. T. Guza, 1998. Observations of Sand BarEvolution on a Natural Beach, Journal of Geophysical Research, Vol.103(C2),pp.3203—3215.[30] Gallagher, E. L., E. B. Thornton, and T. P. Stanton, 2003. Sand bed roughnessin the nearshore, Journal of Geophysical Research, Vol.108(C2), 21-1—21-8.[31] Glenn, S. M., and W. D. Grant, 1987. A suspended sediment correction forcombined wave and current flows, Journal of Geophysical Research, 92(C8),pp.8244—8264.[32] Goda, Y., 1970. A Synthesis Breaker Indices. Proc. of the Japan Soc. of CivilEngineers., No.180, pp.39—49. (in Japanese)[33] Goda, Y., 1964. Wave forces on a vertical circular cylinder: experiments and aproposed method of wave force computation, Rep. Port and Harbour Res. Inst.,Ministry of Transport, No.8, 74p.[34] Gobbi, M. F. and Kirby, J. T., 1996. A fourth order Boussinesq-type wavemodel, Proceedings of 25th International Conference on Coastal Engineering,pp.1116—1129.[35] Grant, W.D. and Madsen O. S. 1982. Movable bed roughness in oscillatory flow,Journal of Geophysical Research, 87 (C1 ), pp.469—481.[36] Grant, W.D. and Madsen O. S. 1986. The Continental Shelf Bottom BoundaryLayer, M. Van Dyke, ed., Annual Review of Fluid Mechanics, Vol. 18, pp.265—305. 296



[37] Gravens, M. B., Kraus, N. C., and H. Hanson, 1991. GENESIS: GeneralizedModel for Simulating Shoreline Change, Instruction Report CERC-89-19, U.S.Army Engineer Waterways Experiment Station, Vicksburg, MS.[38] Green, M. O., R. G. Bell, T. J. Dolphin, and A. Swales, 2000. Silt and sandtransport in a deep tidal channel of a large estuary (Manukau Harbour, NewZealand), Mar. Geol., 38, pp.115—141.[39] Hamilton, D. G. and Ebersole, B. A., 2001. Establishing Uniform LongshoreCurrents in a Large-Scale Laboratory Facility, Coastal Eng., 42, pp.199—218.[40] Hansen, J. B. and I. A. Svendsen, 1984. A Theoretical and Experimental Studyof Undertow. Proc. 19th Int. Conf. on Coastal Eng., ASCE, pp.2246—2262.[41] Hanson, H. and N. C. Kraus, 1989. GENESIS: Generalized Numerical ModelingSystem for Simulating Shoreline Change, Report 1, Technical Reference Manual,Technical Report CERC-89-19, U.S. Army Engineer Waterways ExperimentStation, Coastal Engineering Research Center, Vicksburg, MS.[42] Herrmann, J. M., 2004. Effect of stratification due to suspended sediment onvelocity and concentration distribution in turbulent flows, Master’s thesis inMassachusetts Institute of Technology, 152p.[43] Hill, P. S., A. R. M. Nowell, and P. A. Jumars, 1988. Flume evaluation of therelationship between suspended sediment concentration and excess shear stress,Journal of Geophysical Research, 93, pp.12,499—12,509.[44] Hirt, C. W., and B. D. Nichols, 1981, Volume of fluid (VOF) method for dy-namics of free boundaries, J. Comput. Phys., 39, pp.201—225.[45] Hoefel, F. and S. Elgar, 2003. Wave-induced sediment transport and sandbarmigration, Science magazine, vol.299, pp.1885-1887.[46] Hoffman, J. D., 1992. Numerical methods for engineers and scientists, McGraw-Hill, Inc., 825P. 297



[47] Horikawa, K., 1985. Nearshore Dynamics and Coastal Processes, University ofTokyo Press, 522p. (in Japanese)[48] Horikawa, K. and C. T. Kuo, 1966. A Study on Wave Transformation insidethe Surf Zone. Proc. 10th Int. Conf. on Coastal Eng., ASCE, pp.217—233.[49] Hunt, J. N., 1952. Viscous damping of waves, La Houille Balanche, 7, pp.836—842.[50] Hunt, J. N., 1954. The turbulent transport of suspended sediment in openchannels, Proc. R. Soc. London Ser. A, 224, pp.322—335.[51] Inman, D.L., 1957. Wave generated ripples in nearshore sands, Tech. Memo.100, beach erosion board, USACE, 66pp.[52] Isobe, M., 1979. Hozonha no Setsudo-kai no Hako ni yoru Hyouji, Annual Con-ference, JSCE, II-394, pp.760—761 (in Japanese).[53] Isobe, M., 1985. Calculation and application of first-order Cnoidal wave theory,Coastal Engineering, 9, pp.309—325.[54] Isobe, M., 1987. A Parabolic Equation Model for Transformation of IrregularWaves Due to Refraction, Diffraction and Breaking, Coastal Eng. in Japan, 30,pp.33—47.[55] Isobe, M., 1994. Time-dependent mild-slope equations for random waves, Pro-ceedings of 24th International Conference on Coastal Engineering, pp.285—299.[56] Iversen, H. W., 1951. Laboratory study of breakers, Proc. Symposium on Grav-ity Waves, Circular 521, pp.9—32.[57] Jimenez, J. A. and O. S. Madsen, 2003. A simple formula to estimate settlingvelocity of natural sediments, Journal of Waterway, Port, Coastal and OceanEngineering, 129(2), pp.70—78. 298



[58] Kalinske, A. A., and C. L. Pien, 1943. Experiments on eddy diffusion and sus-pended material transportation in open channels, Eos Trans. AGU, 24, pp.530—536.[59] Kanayama, S., H. Tanaka, and N. Shuto, 1998. A multi-level model for non-linear dispersive water waves, Proceedings of 26th International Conference onCoastal Engineering, pp.576—588.[60] Kennedy, J. F. and M. Falcon, 1965. Wave generated sediment ripples, Rep. 86,Hydrodyn. lab., MIT.[61] King, D. B., Jr. 1991. The effect of beach slope on oscillatory flow bedloadtransport, Proceedings Coastal Sediments ’91, Vol. 1, pp.734—744.[62] Kirby, J. T., G. Wei, Q. Chen, A. B. Kennedy, and R. A. Dalrymple, 1998. FUN-WAVE 1.0 fully nonlinear Boussinesq wave model documentation and user’smanual, Research Report CACR-98-06, Center for Applied Coastal Research,University of Delaware.[63] Kobayashi, N. and B. D. Johnson, 2001. Sand, suspension, storage, advection,and settling in surf and swash zones. Journal of Geophysical Research, 106(C5),pp.9363—9376.[64] Kobayashi, N., and K. S. Han, 1988. Erosion at Bend of Gravel CausewayDue to Waves, Journal of the Waterway, Port, Coastal and Ocean EngineeringDivision, ASCE, Vol 114, pp.297—314.[65] Kothe, D. B., R. C. Mjolsness, and M. D. Torrey, 1991. RIPPLE : A computerprogram for incompressible flows with free surfaces, Los Alamos National Lab-oratory, LA—12007—MS.[66] Kurata, Y. and M. Hattori, 2000. A breaking wave model taking account ofsurface rollers, Proceedings of Coastal Engineering, JSCE, Vol.47(1), pp.166—170. (in Japanese) 299



[67] Kuriyama, Y., 1994. Numerical model for longshore current distribution on abar-trough beach, Proceedings 24th International Conference on Coastal Engi-neering, pp.2237—2215.[68] Kuriyama, Y., and T. Nakatsukasa, 2000. A one-dimensional model for under-tow and longshore current on a barred beach, Coastal Engineering, 40, pp.39—58.[69] Kuroiwa, M., Noda, H., and Y. Matsubara, 1998. Applicability of a quasi-threedimensional numerical model to nearshore currents, Proceedings 26th Interna-tional Conference on Coastal Engineering, pp.815—828.[70] Lee, T. H., and D. M. Hanes, 1996. Comparison of field observations of thevertical distribution of suspended sand and its prediction by models, Journalof Geophysical Research, 101, pp.3561—3572.[71] Lee, G., C. T. Friedrichs, and C. E. Vincent, 2002. xamination of diffusion ver-sus advection dominated sediment suspension on the innner shelf under stormand swell conditions, Duck, North Carolina, Journal of Geophysical Research,107(C7), pp.21-1—21-22.[72] Lee, G., W. B. Dade, C. T. Friedrichs, and C. E. Vincent, 2003. Spectral esti-mates of bed shear stress using suspended-sediment concentrations in a wave-current boundary layer, Journal of Geophysical Research, 108(C7), pp.1-1—1-15.[73] Li, M. Z., L. D. Wright, C. L. Amos, 1996. Predicting ripple roughness andsand resuspension under combined flows in a shoreface environment, MarineGeology 130, pp.139—161.[74] Li, M.Z. and C.L. Amos, 1998. Predicting ripple geometry and bed roughnessunder combined waves and currents in a continental shelf environment, Conti-nental Shelf Research, 18, pp.941—970.[75] Li, M. Z. and C. L. Amos, 1999. Sheet flow and large wave ripples under com-bined waves and currents: field observations, model predictions and effects onboundary layer dynamics, Continental Shelf Research, 19, pp.637—663.300



[76] Lin, P. and P. L.-F. Liu, 1998. A numerical study of breaking waves in the surfzone, Journal of Fluid Mechanics, 359, pp.239—264.[77] Lippmann, T. C., Thornton, E. B., and A. J. R. M. Reniers, 1995. Wave stressand longshore current on barred profiles, Proceedings Coastal Dynamics ’95,pp.401—412.[78] Liu, P. L.-F. and T.-J. Hsu, 2003. Modeling cross-shore sediment transportusing two-phase flow approach, Proceedings of the International Conference onCoastal Sediments 2003. CD-ROM Published by World Scientific PublishingCorp. and East Meets West Productions, Corpus Christi, Texas, USA. ISBN981-238-422-7.[79] Longuet-Higgins, M. S., 1970. Longshore currents generated by obliquely inci-dent sea waves, Journal of Geophysical Research, 75, pp.6778—6789.[80] Longuet-Higgins, M. S. and R. W. Stewart, 1962. Radiation stresses and masstransport in gravity waves with applications to surf-beats, Journal of FluidMechanics, 13, pp.481—504.[81] Ludwig, K. A. and D. M. Hanes, 1990. A laboratory evaluation of opticalbackscatterance suspended solids sensors exposed to sand-mud mixtures, Ma-rine Geology, 94, pp.173—179.[82] Luque, F. R. and R. van. Beek, 1976. Erosion and transport of bedload sediment,Journal of Hydraulic Research, 14(2), pp.127—144.[83] Lyn, D. A., 1986. Turbulence and turbulent transport in sediment-laden open-channel flows, PhD thesis, California Institute of Technology.[84] Madsen, O. S., 1991. Mechanics of Cohesionless Sediment Transport in CoastalWaters, Proceedings Coastal Sediments ’91, ASCE, Vol.1, pp.15-27.[85] Madsen, O. S. 1993. Sediment Transport Outside the Surf Zone, unpublishedTechnical Report, U.S. Army Engineer Waterways Experiment Station, Vicks-burg, MS. 301



[86] Madsen, O. S., 1994. Spectral Wave-Current Bottom Boundary Layer Flows,Proc. 24th Int. Conf. on Coast. Eng., pp.384—398.[87] Madsen, O. S., 2001. Chapter 6 in Coastal Engineering Manual. U.S. ArmyCorps of Engineers, Engineer Manual 1110-2-1100, U.S. Army Corps of Engi-neers, Washington, D.C.[88] Madsen, O. S., L. D. Wright, J. D. Boon, and T. A. Chisholm, 1993. Windstress, bed roughness and sediment suspension on the inner shelf during anextreme storm event, Continental Shelf Research, 13(11), pp.1303—1324.[89] Madsen, O. S. and M. M. Rosengaus, 1988. Spectral wave attenuation by bot-tom friction: experiments, Proceedings of 21st International Conference onCoastal Engineering, vol.2, pp.1093—1112.[90] Madsen, O.S. and P. N. Wikramanayake, 1991. Simple model for turbulentwave-current bottom boundary layer flow, DRP-91-1, Ralph M. Parsons Labo-ratory, Massachusetts Institute of Technology, 150pp.[91] Madsen, O. S. and P. Salles, 1998. Eddy Viscosity Models for Wave BoundaryLayers, Proc. 26th Int. Conf. on Coast. Eng., pp.2615—2627.[92] Madsen, O. S. and W. D. Grant, 1976. Quantitative description of sedimenttransport by waves, Proceedings of the 15th International Conference on CoastalEngineering, pp.1093—1112.[93] Madsen, O. S., Y. Tajima, and B.A. Ebersole, 2003. Longshore Sediment Trans-port: A Realistic Order-of-Magnitude Estimate, Proceedings of the Interna-tional Conference on Coastal Sediments 2003. CD-ROM Published by WorldScientific Publishing Corp. and East Meets West Productions, Corpus Christi,Texas, USA. ISBN 981-238-422-7.[94] Madsen, P. A., B. Banjamali, H. A. Schaffer, and O. R. Sorensen, 1996. Boussi-nesq type equations with high accuracy in dispersion and nonlinearity, Proceed-ings of 25th International Conference on Coastal Engineering, pp.95—108.302



[95] Madsen, P. A., O. R. Sorensen, H. A. Schaffer, 1997a. Surf zone dynamicssimulated by a Boussinesq type model. Part I. Model description and cross-shore motion of regular waves, Coastal Engineering, 32, pp.255—287.[96] Madsen, P. A., O. R. Sorensen, H. A. Schaffer, 1997b. Surf zone dynamicssimulated by a Boussinesq type model. Part II. Surf beat and swash oscillationsfor wave groups and irregular waves, Coastal Engineering, 32, pp.289—320.[97] Mathisen, P. P., 1989. Experimental study on the response of fine grained sed-iments to wave agitation and associated attenuation, M.S. Thesis, Departmentof Civil Engineering, Massachusetts Institute of Technology.[98] McLean, S. R., 1992. On the calculation of suspended load for noncohesivesediments, Journal of Geophysical Research, 97(C4), pp.5759—5770.[99] Mei, C. C., 1989. The Applied Dynamics of Ocean Surface Waves, AdvancedSeries on Ocean Eng., 1, 740P.[100] Meyer-Peter, E. and R. Muller, 1948. Formulas for bed-load transport, Proceed-ings of the 2nd Congress of International Association for Hydraulic StructuresResearch, pp.39—64.[101] Miche, R., 1951. Le pouvoir réfléchissant des ouvrages maritime exposés à laaction de la houle, Annales Ponts et Chaussees, 121 Annee, pp.285—319.[102] Michell, J. H., 1893. On the highest wave in water, Phil. Mag., 5th series,Vol.36, pp.430—437.[103] Miller, M. C. and P. D. Komar, 1980. Oscillation sand ripples generated bylaboratory apparatus, J. Sediment Petrol. 50, pp.173—182.[104] Miller, M. C. and P. D. Komar, 1980. A field investigation of the relationshipbetween oscillation ripples spacing and the near-bottom water orbital motions,J. Sediment Petrol. 50, pp.183—191.303
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